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Low band antenna: 30 – 80 MHz
48/96 antennas per station

• 40 NL + 8 EU stations of dipoles
• Replace big dishes by many cheap dipoles
• No moving parts: electronic beam steering
• Flexible digital beam forming

LOFAR Antennas
High band tiles:120 – 240 MHz
96 tiles/station, 4x4 antennas/tile

Technology for SKA Low
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Phased Array Detectors

Electronic beam steering
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Phased Array Detectors
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Phased Array Detectors

Electronic beam steering
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Phased Array Detectors

Electronic beam steering
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Parallel observations
Fast re-configuration
Rapid response
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• Station level processing  Amplification, digitization, filtering, beam-forming,
                                                   transient ram buffers (TBB)

• Central processing  Delay compensation, correlation, calibration,
                                        science pipelines (BG/P, storage, offline cluster) 

LOFAR Data Flow

⇒ 48 stations @ 10 Gbps/station
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Central Processing

• BG/P   Data reception, transpose, correlation, beam-forming, de-dispersion, 45 TFLOPS 
• Storage system   Short term storage of data, ~2 PByte, ~100Gbps I/O

• Offline cluster  Pipelines, data products, off-line analysis, ~20 TFLOPS
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Online Processing



34
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Remote Operation
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Some numbers

• 2688 dipoles (LBA), 200 MHz sampling, 2 polarizations, 12 bit digitization
                 ⇒ 13 Tbits/s   ~  1.6 TB/s  ~ 138 PB/day

• 48 stations, 48 MHz total bandwidth, 8 independent beams (up to 100s)

• 1128 baselines, 242 sub-bands, 256 channels, 4 polarizations, 1 sec 
correlator dump-time   ⇒  ~  10 TB/hr  ~  240 TB/day  ~  0.1 EB/yr

Storage limits give a ~1 week processing window



LOFAR Science Drivers

Epoch of Reionization

Transients and Pulsars

High Energy Cosmic Rays

Surveys and the Distant Universe

Solar Physics and Space Weather

Cosmic Magnetism

⇒ International membership from countries all over world
     Contribute development and commissioning resources

Key Science Projects



The LOFAR Epoch of Reionization
Key Science Project

Goal: Tracing the EoR in HI and possibly the late stages of the Dark Ages

                              ⇒ 1.5 Pbytes and 1021-1022 FLOP to extract signal!



Michiel van Haarlem

45 Mhz, 24 hrs

50+ supernova remnants,
100’s of clusters z< 0.6, 
Protoclusters at z~2,
Many z>2 radio galaxies, 
Halos, relics, etc...

All-sky Surveys
with LOFAR
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Standard Imaging Pipeline
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Standard Imaging Pipeline
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Author: Menno Norden, Yde 
Koopman 

Date of issue: 2009, May 15 
Kind of issue: limited 

Scope: Station acceptance 
Doc.id: LOFAR-ASTRON-MEM-236 

 Status: final   version 1.0 File: www.lofar.org 
 

 

 

 

 
 

-8--  LOFAR Project 

!
ASTRON 2007 

 
Figure 4: Full sky image produced  from a 1 s 156 kHz snapshot observation at 42.031 MHz [5.1.2] 

 
 [5.2.1] Subband statistics 

 

A plot with all 96 signal paths is given in Figure 5 and 6. The subband statistics shows very strong SW radio 
transmitters below 20 MHz. Between 88 MHz and about 92 MHz some FM radio transmitters are visible. 
Above 92 MHz the transmitters are filtered out by the band pass filters in the RCU. 
 
Test: /opt/stationtest/test/subbandstatistics/subbandstatistics-lbl.sh 
Test: /opt/stationtest/test/subbandstatistics/subbandstatistics-lbh.sh 
 

Local RFI Environment
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Original Smoothed

FlaggedDifference

Automated RFI Flagging
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Standard Imaging Pipeline
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Standard Imaging Pipeline
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Ionosphere Correction

(courtesy H. Intema)

Uncorrected Corrected
UV coverage

VLA, 1.4 Ghz
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Standard Imaging Pipeline
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Standard Imaging Pipeline
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(courtesy S. Yatawatta)

3C 61.1
Wide-field imaging

HBA 115-185 MHz
8(x2)+ 4 stations
8 deg x 8 deg field
4 arcsec pixels
~5.18x107 pixels
10 arcsec PSF

10 Jy peak
1 mJy noise
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(courtesy B. Scheers, N. Mohan, J. Swinbank)

GSM and Source Finding
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map using one LOFAR beam of 4 MHz is given in Column (7). The interesting conclusion is that a 30 MHz all
sky survey, can be completed in one year of integration. If all 8 beams were dedicated to an all sky survey at
120 MHz, the same holds for a 120 MHz survey.

Table 6. Flux density levels, sources densities and integration times for confusion limited surveys with the 100

km LOFAR
ν Confusion Source Number of sources Integration time Total number Integration time

level density in beam to reach confusion of sources all sky
all sky

MHz mJy arcmin−2 hour week
(1) (2) (3) (4) (5) (6) (7)
15 4.745 0.2 2.7e+05 48 1.3e+07 14
30 0.969 0.7 2.7e+05 38 5.4e+07 45
60 0.205 2.9 2.7e+05 585 2.2e+08 2788
75 0.124 4.5 2.7e+05 991 3.4e+08 7374
120 0.043 11.6 2.7e+05 23 8.6e+08 450
150 0.026 18.1 2.7e+05 55 1.3e+09 1656
200 0.014 32.2 2.7e+05 191 2.4e+09 10150
240 0.009 46.3 2.7e+05 668 3.4e+09 50929

Notes:
Column (5): using one beam of 4 MHz, this is the time that it takes to obtain a 3 sigma detection of a source
with a flux density corresponding to the confusion level as given in column (2).

5.5. Data volumes

These all sky maps represent an impressive amount of information. To get an idea about the amount of
data storage that is required to store these maps, we calculated the number of pixels that the surveys would
approximately contain if we take as the sampling 2 pixels over the synthesis beam. The total number of pixels
for each of the fiducial frequencies is given in Column (2) of Table 7. The OmegaCam consortium that builds
the 16k2 camera for the ESO’s VST survey telescope takes images consisting of 256 megapixels, in floating point
representation (32bit) this is 0.5 Gbyte. They estimate a data volume after 300 nights of observing of 20 Tb of
raw and 8 Tb of reduced data. Scaling with these numbers we can estimate the number of Gbytes of storage
space needed to archive all the stokes I continuum maps. For the 8 frequencies, the total amount is 1.1 Tbyte.
From a data management point of view, storing the all sky maps of the 4 stokes parameters, each at the full
spectral resolution of 4096 channels, is more challenging. The number of Tbyte storage that is needed for the 8
frequencies, is listed in column (4) of Table 7 and in total amounts to 17 Pbyte. Although this is clearly a very
significant data set, during the time that the surveys are in full operation (2010), the problems with handling
this amount of data should be workable.

Table 7. Storage requirements for all sky LOFAR maps

ν Number of pixels Amount of data Amount of data
continuum maps spectral data cubes at full polarization

MHz Gbyte Tbyte
(1) (2) (3) (4)
15 4.2e+08 1 27
30 1.7e+09 6 108
60 6.8e+09 27 432
75 1.1e+10 42 675
120 2.7e+10 108 1729
150 4.2e+10 168 2702
200 7.5e+10 300 4803
240 1.1e+11 432 6917

32

map using one LOFAR beam of 4 MHz is given in Column (7). The interesting conclusion is that a 30 MHz all
sky survey, can be completed in one year of integration. If all 8 beams were dedicated to an all sky survey at
120 MHz, the same holds for a 120 MHz survey.

Table 6. Flux density levels, sources densities and integration times for confusion limited surveys with the 100

km LOFAR
ν Confusion Source Number of sources Integration time Total number Integration time

level density in beam to reach confusion of sources all sky
all sky

MHz mJy arcmin−2 hour week
(1) (2) (3) (4) (5) (6) (7)
15 4.745 0.2 2.7e+05 48 1.3e+07 14
30 0.969 0.7 2.7e+05 38 5.4e+07 45
60 0.205 2.9 2.7e+05 585 2.2e+08 2788
75 0.124 4.5 2.7e+05 991 3.4e+08 7374
120 0.043 11.6 2.7e+05 23 8.6e+08 450
150 0.026 18.1 2.7e+05 55 1.3e+09 1656
200 0.014 32.2 2.7e+05 191 2.4e+09 10150
240 0.009 46.3 2.7e+05 668 3.4e+09 50929

Notes:
Column (5): using one beam of 4 MHz, this is the time that it takes to obtain a 3 sigma detection of a source
with a flux density corresponding to the confusion level as given in column (2).

5.5. Data volumes

These all sky maps represent an impressive amount of information. To get an idea about the amount of
data storage that is required to store these maps, we calculated the number of pixels that the surveys would
approximately contain if we take as the sampling 2 pixels over the synthesis beam. The total number of pixels
for each of the fiducial frequencies is given in Column (2) of Table 7. The OmegaCam consortium that builds
the 16k2 camera for the ESO’s VST survey telescope takes images consisting of 256 megapixels, in floating point
representation (32bit) this is 0.5 Gbyte. They estimate a data volume after 300 nights of observing of 20 Tb of
raw and 8 Tb of reduced data. Scaling with these numbers we can estimate the number of Gbytes of storage
space needed to archive all the stokes I continuum maps. For the 8 frequencies, the total amount is 1.1 Tbyte.
From a data management point of view, storing the all sky maps of the 4 stokes parameters, each at the full
spectral resolution of 4096 channels, is more challenging. The number of Tbyte storage that is needed for the 8
frequencies, is listed in column (4) of Table 7 and in total amounts to 17 Pbyte. Although this is clearly a very
significant data set, during the time that the surveys are in full operation (2010), the problems with handling
this amount of data should be workable.

Table 7. Storage requirements for all sky LOFAR maps

ν Number of pixels Amount of data Amount of data
continuum maps spectral data cubes at full polarization

MHz Gbyte Tbyte
(1) (2) (3) (4)
15 4.2e+08 1 27
30 1.7e+09 6 108
60 6.8e+09 27 432
75 1.1e+10 42 675
120 2.7e+10 108 1729
150 4.2e+10 168 2702
200 7.5e+10 300 4803
240 1.1e+11 432 6917

Catalog Sizes and Data Volumes
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Radio Sky Monitor: Multiple station beams tile out a significant fraction of the sky 
and detect transient sources on timescales down to 1 second

Only data transport and processing power 
prevent us monitoring the entire visible sky 
continuously at full sensitivity and resolution! 

Multiple beams used to 
   watch for new transients

 Single beam(s)
    monitor known 
   sources
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Transient Detection Pipeline

Expansion on standard imaging mode
Requirement for near real-time performance
Detection, classification, and response
Generate and receive event triggers (internal and VOEvents)
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Transient Database Design

2. Expected Data Rates and Volumes for the LOFAR Transients Key Project

Figure 2.13: Comparison of performance tests of the source association proce-
dures in a MySQL 5.0.45 (red line) and MonetDB v5.20.4 Jun2010-SP1 (blue line)
database, carried out on a dual-core 64 bit Intel(R) Pentium(R) 4 CPU 3.00GHz
with 1GB of RAM, running Fedora 8 (Linux kernel 2.6.26.8-57) desk-top computer.
We processed a series of 1000 images (horizontal axes), each containing the number
of sources as labeled in the bottom right of the subplots. The response times are
shown on the vertical axes.

Figure 2.14: Performance tests of the source association procedures on the data
server node in the LOFAR computing cluster. The installed database is Mon-
etDB (Feb2010-SP2), and runs on a eight-core 64 bit Intel(R) Xeon(R) CPU L5420
2.50GHz with 16GB of RAM. We processed a series of 1000 images (horizontal
axes), each containing the 1000 sources per images. The response time is shown on
the vertical axes.

40

2.4 TKP Databases

Figure 2.6: Schema of the most relevant tables in the TKP pipeline database.
Arrows indicate column references between tables.

31

(courtesy B. Scheers)
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(courtesy B. Scheers)

Sample extracted lightcurves

Transient Detection Pipeline

Push computations to the DB!



Pulsar Surveys with LOFAR
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Known Pulsar Pipeline

(courtesy A. Alexov)
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100+ Pulsars Detected with LOFAR

(courtesy: J. Hessels & Pulsars WG)
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Beam-formed Data Rates
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LOFAR Data Formats

Sky Cubes
BF Data Products

TBB Time Series
Near-field Cubes

RM Cubes
Dynamic Spectra
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Page 5

3. Organization of the data

3.1. High level LOFAR Sky Image file structure

A LOFAR Sky Image file will adhere to the following guidelines:
A LOFAR Sky Image file (a hypercube image file) will be defined within the context of the HDF5 file

format. In an effort to minimize the hierarchical depth of the file structure, a Sky Image file is designed to
be a ”flat” as possible, providing access to the necessary data without undue hierarchical tree crawling.
Therefore, the Sky Image HDF5 file structure will comprise a primary group, a ”root group” in HDF5

nomenclature, which may be considered equivalent to a primary header/data unit (HDU) of a standard
multi-extension FITS file. This primary group will consist only of header keywords (attributes in HDF5
nomenclature) describing general properties of an observation, along with pointers to contained subgroups.
These subgroups will comprise an arbitray number of “Image groups” (see § 4.2), where an Image group
will contain data and meta-data for a single sub-band of an observation.
A LOFAR Sky Image file will then comprise an arbitrary, observation-dependent number of these Image

groups.
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Figure 1: Sky Image file structure

This structure can be represented as an HDF5 hierarchy2 3

OBSERVATION/
OBSERVATION/SysLog
OBSERVATION/Image001/Coordinates
OBSERVATION/Image001/Coordinates/<DirectionCoord>
OBSERVATION/Image001/Coordinates/<LinearCoord>
OBSERVATION/Image001/Coordinates/<SpectralCoord>
OBSERVATION/Image001/Coordinates/<TabularCoord>
OBSERVATION/Image001/Coordinates/<StokesCoord>
OBSERVATION/Image001/Data
OBSERVATION/Image001/Source
OBSERVATION/Image001/ProcessHist
...
OBSERVATION/ImageNNN/...
OBSERVATION/AverageImages/
...

2The Coordinates group must contain at least one subgroup of the kind linear, tabular, direction and stokes. Multiple
coordinate subgroups are permissable as needed, but only one coordinate subgroup of any given type can be present in a
LOFAR Sky Image file.

3
<...>Indicates optional or potiential subgroups, where only one coordinate subgroup of any type shall be present in a LOFAR
Sky Image file.

lofar Project Page 5

LOFAR HDF5 Sky Cubes

(courtesy K. Anderson)



3.2
O
verview

of
B
F
G
rou

p
s

P
age

10

!"#$%&'()*+,-.*(/&

%--0&1.-23

!"#$"%

'()*&4

1.-23

567+$%%$8&

9":;<:;=&4

1.-23

'()*&>

1.-23

?-.(&'()*&

1.-23@AAA

3.-B(@@CD1&

EC@0-.F

1.-23

50-G(@H4

1.-23

50-G(@H>

1.-23

50-G(@HI

1.-23

50-G(@HJ

1.-23

!"#$

%&'%&(

%&( %&'

)*++,-./(

%&0 %&!

%&'%&(

%&( %&'

)*++,-./'

%&0 %&!

%&'%&(

%&( %&'

)*++,-./0

%&0 %&!

%&'%&(

%&( %&'

)*++,-.1

%&0 %&!

%&'%&(

%&(%&'

)*++,-./(

%&0%&!

%&'%&(

%&(%&'

)*++,-./'

%&0%&!

%&'%&(

%&(%&'

)*++,-./0

%&0%&!

%&'%&(

%&(%&'

)*++,-.1

%&0%&!

%&'%&(

%&'%&(

%&'%&(

%&'%&(

%&'%&(

%&'%&(

%&'%&(

%&'%&(

!"#$%&'($")*+,
-./012"*3#456#7*.5'60*4'*)#4#8

9#4#*:#;<#1/01*=34/'0.>
'2/3-4/!,+54/647/)*++,-./8'.2/9):;<-/:474=
02/3-4/!,+54/>;7/,55/)*++,-.?/81.2
@2/'/A77,B/647/)*++,-./8'.2
C2/'/A77,B/>;7/,55/)*++,-.?/81.2

@F@0(*+KC/(&

L-1@

1.-23

567+$%%$8&

9":;<:;=&>

1.-23

?-.(&

567+$%%$8&

9":;<:;=

1.-23@AAA

'()*&4

1.-23

'()*&>

1.-23

?-.(&'()*&

1.-23@AAA

3.-B(@@CD1&

EC@0-.F

1.-23

3.-B(@@CD1&

EC@0-.F

1.-23

M--./CD)0(@&

=.-23

LCD().+B--./&

=.-23

0)'2L).+B--./&

=.-23

F
igu

re
2:

S
egm

ent
of

B
eam

F
orm

ed
H
D
F
5
D
ata

S
tru

ctu
re

for
3
S
u
b
-A

rray
P
ointin

gs
w
ith

3
B
eam

s
each

.
(B

F
version

1.0)

lo
fa

r
P
ro
ject

P
age

10

Next Generation Data Management                                                                      Michael Wise

                                                                         May 5, 2011Innovations in Data-Intensive Astronomy

 

43

(courtesy A. Alexov)

LOFAR HDF5 Beam-formed Data
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Visualization Tools

(courtesy J. Masters & K. Anderson)



Next Generation Data Management                                                                      Michael Wise

                                                                         May 5, 2011Innovations in Data-Intensive Astronomy

 

45

0

1,000

2,000

3,000

4,000

5,000

6,000

7,000

2007 2008 2009 2010 2011 2012 2013
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LOFAR Archive Estimates

Estimated growth rate ~ 2.5 Pb/yr
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LOFAR Central Processing
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LOFAR Archive Topology
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• Hardware roll‐out complete early 2012

• Science pipelines under continuing development

• Heavy commissioning throughout 2011-2012

• Data volume and management is already an issue

• Data management effects processing strategies

• Requires trade-offs between quality and efficiency

• Real-time science drivers require high performance

• Pipelines produce a zoo of large and complex datasets

• Data management will drive archive content

• Archives must become processing centers
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