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Overview

• Goal:   Discuss the global evolution of 
HI in galaxies across cosmic time

• Motivations
‣ HI gas feeds star formation (via H2)
✦ Total HI content is a balance between SF,    

accretion, and ‘feedback’
‣ HI is a signpost for recent/current/future SF
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HI = 21cm
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HI at z=0
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HIPASS: Zwaan et al. 2005
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21cm HI Maps

THINGS: Walter+ 2008
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21cm HI Maps

THINGS: Walter+ 2008
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Galactic ΣHI Profiles

• Analysis
‣ De-projection by inclination
‣ Average azimuthally
‣ Plot

• Common characteristics
‣ HI ‘holes’ at the center
‣ Steep decline for R<R25

‣ Power-law (Metsel) beyond

Holwerda et al. (2005)
Holwerda+ 2005
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Mapping HI at z>0
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The HI content of star-forming galaxies at z = 0.24 7

Figure 7. The average HI galaxy spectrum created from coadding
the signal of all 121 galaxies with known optical redshifts. The
top spectrum has no smoothing or binning and has a velocity
step size of 32.6 km s−1. The bottom spectrum has been binned
to ∼500 km s−1. This is the velocity width that the combined HI
signal of the galaxies is expected to span. For both spectra the
1σ error is shown as dashed lines above and below zero.

shows the distribution of the estimated effective HI diame-
ter and the grouping of the galaxies into the three different
beam sized radio data sets.

When making the final data cube, a linear fit to the
spectrum through each sky pixel was subtracted to remove
the residues left from the continuum sources (see discussion
on IMLIN previously). Any spectral line features are in-
cluded in the calculation of this linear fit across frequency.
Such features would create an over-estimation of the con-
tinuum, creating a bias in the measured HI spectrum. To
correct for this effect, each galaxy HI spectrum has a new
linear fit made across all channels except those channels cor-
responding to a 500 kms−1 velocity width around the galaxy
at its redshift (these should be the channels that contain any
HI signal). This new fit is then subtracted from the data,
correcting for any bias created by IMLIN. This correction
to the HI flux for the combined galaxy spectrum increases
the measured flux by ∼25%.

When coadding the separate HI spectra, each measured
flux value carries a statistical weight that is inversely pro-
portional to the square of its uncertainty (the RMS noise
level). This noise value is calculated from the known RMS
per frequency channel in the radio data cube, factoring in the
increase in the noise from the beam correction for galaxies
away from the centre of the GMRT beam. As we are probing
far from the GMRT beam centre, uncertainties in the beam
shape could be a significant factor. However as the coadded
HI signal from individual galaxies is weighted by their noise,
any errors in the assumed Gaussian shape in the outskirts
of the beam are heavily attenuated by the weight factor.

The weighted average HI spectrum from coadding all
121 galaxies can be seen in Figure 7. To measure the error

in the HI spectrum, a series of artificial galaxies with ran-
dom positions and HI redshifts were used to create coadded
spectra. From many such artificial spectra a good estimate of
the noise level in our final real spectrum can be determined.
As seen in Figure 7, the noise level increases with increasing
velocity offset from the centre of the coadded spectrum. This
is because some galaxies lie at redshifts near the edges of the
data cube and when adding the spectra of these galaxies to
the total, there is no data for channels that lie off the edge
of the data cube. These channels with no data are given zero
weight in the coadded sum resulting in a higher noise level
at these velocities in the final coadded spectrum.

In Figure 7 the total HI flux density within a central
velocity width of 500 kms−1 is 8.9 ± 3.4 mJykm s−1, a sig-
nal to noise ratio of 2.6. The level of this flux is not highly
dependent on the choice of the velocity width; choosing var-
ious velocity widths from ∼400 to ∼600 kms−1 gives total
fluxes that are similar within the errors.

HI emission flux can be converted to the mass of atomic
hydrogen that produced the signal by the following relation:

MHI =
236

( 1 + z )
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Mpc

)2
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where Sv is the HI emission flux averaged across the velocity
width ∆V and dL is the luminosity distance to the source.
This equation assumes that the cloud of atomic hydrogen gas
has a spin temperature well above the cosmic background
temperature, that collisional excitation is the dominant pro-
cess, and that the cloud is optically thin (Wieringa et al.
1992). No correction for HI self absorption has been made.
HI self-absorption may cause an underestimation of the HI
flux by as much as 15%. However this value is extremely un-
certain (Zwaan et al. 1997). For our HI mass calculation we
used ∆V = 500 km s−1, mean z = 0.235 and dL = 1177 Mpc.
This gives an average HI galaxy mass for all 121 galaxies of
(2.26±0.90)×109 M" (Note: M∗

HI = 6.3×109 M" at z = 0,
Zwaan et al. 2005).

4.2 The Cosmic Neutral Gas Density, Ωgas

The conversion of the HI mass of the galaxies to the cosmic
density of neutral gas requires a measure of the number den-
sity of the galaxies. This information is available from the
Fujita et al. (2003) Hα luminosity function at z = 0.24.

The narrow-band filter used to select the Fujita galax-
ies is not square but has an almost Gaussian-like profile (see
Figure 5). This means that galaxies with strong Hα emission
can be detected in the wings of the filter but will have their
measured Hα luminosity underestimated. There is a strong
luminosity bias in the spectroscopic redshifts we obtained
due to this effect. Bright galaxies that have Hα emission
lines in the wings of the filter will be easier to obtain red-
shifts for than faint galaxies at the centre of the filter. The
distribution of redshifts appears to be slightly bias towards
lower redshifts. This small bias is probably caused by the
[NII]6584 emission line contributing more to the narrow-
band flux at the lower redshifts, giving rise to more detec-
tions. Near z ∼ 0.225, the emission from the [NII]6584 line
and the [SII] doublet both come through simultaneously at
opposite ends of the narrow-band filter. This could explain
the tail at low redshift seen in the redshift distribution.

c© 2006 RAS, MNRAS 000, 1–11

Lah+ 2007



Mapping HI at z>0

• 21cm?
‣ Not with today’s telescopes
‣ SKA (i.e. >2020)
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Figure 7. The average HI galaxy spectrum created from coadding
the signal of all 121 galaxies with known optical redshifts. The
top spectrum has no smoothing or binning and has a velocity
step size of 32.6 km s−1. The bottom spectrum has been binned
to ∼500 km s−1. This is the velocity width that the combined HI
signal of the galaxies is expected to span. For both spectra the
1σ error is shown as dashed lines above and below zero.

shows the distribution of the estimated effective HI diame-
ter and the grouping of the galaxies into the three different
beam sized radio data sets.

When making the final data cube, a linear fit to the
spectrum through each sky pixel was subtracted to remove
the residues left from the continuum sources (see discussion
on IMLIN previously). Any spectral line features are in-
cluded in the calculation of this linear fit across frequency.
Such features would create an over-estimation of the con-
tinuum, creating a bias in the measured HI spectrum. To
correct for this effect, each galaxy HI spectrum has a new
linear fit made across all channels except those channels cor-
responding to a 500 kms−1 velocity width around the galaxy
at its redshift (these should be the channels that contain any
HI signal). This new fit is then subtracted from the data,
correcting for any bias created by IMLIN. This correction
to the HI flux for the combined galaxy spectrum increases
the measured flux by ∼25%.

When coadding the separate HI spectra, each measured
flux value carries a statistical weight that is inversely pro-
portional to the square of its uncertainty (the RMS noise
level). This noise value is calculated from the known RMS
per frequency channel in the radio data cube, factoring in the
increase in the noise from the beam correction for galaxies
away from the centre of the GMRT beam. As we are probing
far from the GMRT beam centre, uncertainties in the beam
shape could be a significant factor. However as the coadded
HI signal from individual galaxies is weighted by their noise,
any errors in the assumed Gaussian shape in the outskirts
of the beam are heavily attenuated by the weight factor.

The weighted average HI spectrum from coadding all
121 galaxies can be seen in Figure 7. To measure the error

in the HI spectrum, a series of artificial galaxies with ran-
dom positions and HI redshifts were used to create coadded
spectra. From many such artificial spectra a good estimate of
the noise level in our final real spectrum can be determined.
As seen in Figure 7, the noise level increases with increasing
velocity offset from the centre of the coadded spectrum. This
is because some galaxies lie at redshifts near the edges of the
data cube and when adding the spectra of these galaxies to
the total, there is no data for channels that lie off the edge
of the data cube. These channels with no data are given zero
weight in the coadded sum resulting in a higher noise level
at these velocities in the final coadded spectrum.

In Figure 7 the total HI flux density within a central
velocity width of 500 kms−1 is 8.9 ± 3.4 mJykm s−1, a sig-
nal to noise ratio of 2.6. The level of this flux is not highly
dependent on the choice of the velocity width; choosing var-
ious velocity widths from ∼400 to ∼600 kms−1 gives total
fluxes that are similar within the errors.
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hydrogen that produced the signal by the following relation:
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where Sv is the HI emission flux averaged across the velocity
width ∆V and dL is the luminosity distance to the source.
This equation assumes that the cloud of atomic hydrogen gas
has a spin temperature well above the cosmic background
temperature, that collisional excitation is the dominant pro-
cess, and that the cloud is optically thin (Wieringa et al.
1992). No correction for HI self absorption has been made.
HI self-absorption may cause an underestimation of the HI
flux by as much as 15%. However this value is extremely un-
certain (Zwaan et al. 1997). For our HI mass calculation we
used ∆V = 500 km s−1, mean z = 0.235 and dL = 1177 Mpc.
This gives an average HI galaxy mass for all 121 galaxies of
(2.26±0.90)×109 M" (Note: M∗

HI = 6.3×109 M" at z = 0,
Zwaan et al. 2005).

4.2 The Cosmic Neutral Gas Density, Ωgas

The conversion of the HI mass of the galaxies to the cosmic
density of neutral gas requires a measure of the number den-
sity of the galaxies. This information is available from the
Fujita et al. (2003) Hα luminosity function at z = 0.24.

The narrow-band filter used to select the Fujita galax-
ies is not square but has an almost Gaussian-like profile (see
Figure 5). This means that galaxies with strong Hα emission
can be detected in the wings of the filter but will have their
measured Hα luminosity underestimated. There is a strong
luminosity bias in the spectroscopic redshifts we obtained
due to this effect. Bright galaxies that have Hα emission
lines in the wings of the filter will be easier to obtain red-
shifts for than faint galaxies at the centre of the filter. The
distribution of redshifts appears to be slightly bias towards
lower redshifts. This small bias is probably caused by the
[NII]6584 emission line contributing more to the narrow-
band flux at the lower redshifts, giving rise to more detec-
tions. Near z ∼ 0.225, the emission from the [NII]6584 line
and the [SII] doublet both come through simultaneously at
opposite ends of the narrow-band filter. This could explain
the tail at low redshift seen in the redshift distribution.
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Mapping HI at z>0

• 21cm?
‣ Not with today’s telescopes
‣ SKA (i.e. >2020)
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Hi gas around Abell 370 13

Figure 10. The left panel shows the average Hi galaxy spectrum created from coadding the signal of all 324 galaxies using the large
spatial smoothing. The top spectrum has no smoothing or binning and has a velocity step size of 36.0 km s−1. The bottom spectrum has
been binned to 600 km s−1. This is the velocity width that the combined Hi signal of the galaxies is expected to span. For both spectra
the 1σ error is shown as dashed lines above and below zero. The right panel shows the average Hi image made by coadding the data
cube around each of the 324 galaxy and binning across 17 spectral channels (600 km s−1). The radio data used for this image is that
smoothed to a synthesised beam size of 5.8 arcsec (30 kpc at z = 0.373). The image size is shown in both arcsec and in kpc on opposite
axes. The contour levels are -150, -100, -50, 0, 50, 100 and 150 µJy.

Number HI Mass HI Mass HI Mass
Galaxy Selection of Unsmoothed Mid-Smoothing Large Smoothing
Sample Criteria Galaxies (109 M") (109 M") (109 M")

All – 324 4.0 ± 1.4 (2.9σ) 4.8 ± 1.8 (2.7σ) 6.6 ± 3.5 (1.9σ)
Red B − V > 0.57 219 2.8 ± 1.6 (1.8σ) 2.6 ± 2.1 (1.2σ) 1.4 ± 4.2 (0.3σ)
Blue B − V ! 0.57 105 7.1 ± 2.7 (2.6σ) 10.0 ± 3.3 (3.0σ) 19.0 ± 6.5 (2.9σ)

Blue, Outside X-ray Gas B − V ! 0.57 & dcl > 1.45 Mpc 94 8.0 ± 3.2 (2.5σ) 11.1 ± 3.9 (2.8σ) 23.0 ± 7.7 (3.0σ)
Non-[OII] Emission [OII] ! 5 Å 156 4.3 ± 1.8 (2.4σ) 5.2 ± 2.4 (2.2σ) 2.3 ± 4.8 (0.5σ)

[OII] Emission [OII] > 5 Å 168 3.6 ± 2.1 (1.7σ) 4.3 ± 2.6 (1.7σ) 11.4 ± 5.2 (2.2σ)
Inner dcl ! R200 & z ! 0.357 110 3.6 ± 1.7 (2.2σ) 3.9 ± 2.2 (1.8σ) 3.3 ± 4.4 (0.8σ)
Outer dcl > R200 or z > 0.357 214 4.6 ± 2.4 (1.9σ) 6.4 ± 3.1 (2.1σ) 12.1 ± 6.1 (2.0σ)

Within 8 Mpc dcl ! 8 Mpc 220 3.6 ± 1.4 (2.6σ) 4.3 ± 1.9 (2.3σ) 5.1 ± 3.7 (1.4σ)
Blue, Within 8 Mpc B − V ! 0.57 & dcl ! 8 Mpc 58 8.5 ± 3.0 (2.8σ) 11.6 ± 3.7 (3.1σ) 17.5 ± 7.3 (2.4σ)

Table 2. This table lists the average galaxy Hi mass for subsamples of the Abell 370 galaxies measured using the three different smoothed
radio data combinations. The ‘Hi Mass Unsmoothed’ is the measurement made using only the original GMRT resolution radio data.
The ‘Hi Mass Mid-Smoothing’ measurements are made by coadding different smoothed radio data such that the galaxies have estimated
Deff ! smoothed synthesised beam size and the ‘Hi Mass Large Smoothing’ using 2×Deff ! smoothed synthesised beam size. In brackets
next to each value is the signal to noise of the measurement. dcl is the projected distance in Mpc from the cluster centre and R200 is
2.57 Mpc for Abell 370. The two measurements ‘Within 8 Mpc’ subsamples are for comparison with the Coma cluster in Section 6. The
selection for these subsamples is more complicated than that listed above (see Fig. 17). See the text for further details on the subsample
selection and smoothing size.

panel of Fig. 12. This figure traces the change in Hi mass as
a function of smoothed synthesised beam size for the blue
and red galaxies, i.e. not using the galaxy size groupings. The
blue galaxies show steady increase in Hi gas with smoothing
size until it appears to end ∼70 kpc. The red galaxies show
some Hi signal at the lowest smoothing sizes but the higher
beam sizes appear to just add noise obscuring any signal.
The coadded Hi spectrum for the blue galaxies using the
large smoothing criteria can be seen in panel (a) of Fig. 13
and the coadded Hi spectrum for the red galaxies using the
unsmoothed criteria in panel (d) of this figure.

In the central regions of nearby clusters, late-type galax-
ies are found to be Hi deficient compared to similar galaxies
in the field (Haynes et al. 1984). One would like to see if this
trend is seen in the late-type galaxies inside the hot intra-
cluster medium of the cluster core of Abell 370 at z = 0.37.
Assuming that blue galaxies are a representative sample of
the late-type galaxies, then there are 11 such galaxies within
the 3σ extent of the X-ray gas (1.45 Mpc from the cluster
centre, see Section 2.3). Unfortunately this is an insufficient
number of galaxies to coadded to enable a meaningful mea-
surement of the gas depletion of the galaxies. The best that

c© 2009 RAS, MNRAS 000, 1–27



Mapping HI at z>0

• 21cm?
‣ Not with today’s telescopes
‣ SKA (i.e. >2020)

• Hα, Lyα
‣ Difficult observations
‣ Primarily trace ionized H gas 
✦ But connected to atomic/molecular gas

– 44 –

Fig. 3.— short spectra for the single line emitters. The coordinates are in pixel units (0.252′′ ×
0.67Å). The sections of the spectra shown here are 15.12” or 116 proper kpc wide in the spatial

direction and about 2266 kms−1 long in the spectral direction (i.e., horizontally). The spectra have

been heavily smoothed with a 7x7 pixel boxcar filter. The areas within the light grey contours

(turqoise in the color version) have a flux density greater than approximately 1.5× 10−20 erg cm−2

s−1 Å. The numbers refer to the column entry ’ID’ in table 2. The spectra are grouped together

such that the first 12 of them (top box) appear to have a single central peak; the next six (IDs

39, 27, 3, 23, 28, and 29, second box from top) show a clearly asymmetric red peak with a much

weaker blue counter-peak; the following three (third box to the left) either have a stronger blue

than red peak (ID 15) or emission features blueward of an absorption line (36, 37); the remaining

six are unclassifiable, sometimes amorphous objects.

Kinemetry of High-Redshift Galaxies 3
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Fig. 1.— From left to right: Continuum intensity in rest-frame R-band, intensity of the Hα line emission, and velocity and velocity
dispersion of the Hα-emitting component, for a simulated ideal disk (top) and for the high-redshift galaxy BzK-6004 observed as part of
the SINS program (bottom). In the ideal disk, the star formation (Hα intensity) follows the mass distribution (Continuum), whereas in
the observed z ∼ 2 system, a significant off-center star-forming region is seen. Overplotted on the velocity maps are isovelocity contours,
whose concave curvature on either side of the rotation axis displays the so-called “spider diagram” structure characteristic of rotational
motion (van der Kruit & Allen 1978). Also overplotted on the velocity and dispersion maps are sample ellipses from the expansion with
kinemetry. Along a kinemetry ellipse in the velocity map, the velocity varies as the cosine of the azimuthal angle. Along an ellipse in the
velocity dispersion map, the dispersion is approximately constant with angle.

2. METHOD

To determine whether a particular observed system is a
disk or a merger, we use two main criteria: the symmetry
of the velocity field of the warm gas, and the symmetry
of the velocity dispersion field of the warm gas. An ideal
rotating disk in equilibrium is expected to have an or-
dered velocity field, described by the so-called “spider
diagram” structure, and a centrally-peaked velocity dis-
persion field (Figure 1, see also van der Kruit & Allen
1978).

Likewise, such a disk is also expected to have the reg-
ular and centrally-peaked continuum distribution char-
acteristic of exponential disks. Indeed, this feature is
the basis for low-redshift morphological classification
schemes (e.g. Conselice 2003; Lotz et al. 2004; Cresci
et al. 2006). However, in our IFS observations, the high-
est S/N is usually obtained from the Hα emission from
the warm, star-forming gas, rather than from the un-
derlying stellar continuum whose light is dispersed over
many more spectral pixels. In Förster Schreiber et al.
(2006), for example, the emission features have a typical
S/N of ∼ 25, whereas the stellar continuum is often only
detected in a small part of a given system, with typical
S/N ≤ 10 in the brightest region. We therefore perform
only the simplest analysis of the distribution of the stel-
lar component in these systems, using this information
to supplement and inform the detailed analysis possible
with the high-S/N emission line velocity and velocity dis-
persion data.

In our analysis, we do not include constraints based
on the intensity distribution of the emission lines. This
tracer of the location and power of star-forming regions

is often clumpy and asymmetric in even the most kine-
matically regular disks (Figure 1; see also Daigle et al.
2006 for local examples) and, consequently, reveals lit-
tle about the mass distribution and dynamical state of
the system. Rather, it is the kinematics of this gas, and
not its spatial distribution, that reflects the dynamical
state of the system and therefore forms the basis for our
analysis.

2.1. Quantifying Symmetries with Kinemetry

The symmetries in kinematic fields can be measured
via the kinemetry method developed and described in
detail by Krajnović et al. (2006). Briefly, kinemetry is
an extension of surface photometry to the higher-order
moments of the velocity distribution. The procedure op-
erates by first describing the data by a series of concen-
tric ellipses of increasing major axis length, as defined by
the system center, position angle, and inclination. The
latter two parameters can either be determined a pri-
ori and used as inputs or can be measured functions of
semi-major axis length as a first step in the kinemetric
analysis. Along each ellipse, the moment as a function of
angle is then extracted and decomposed into the Fourier
series

K(ψ) = A0 + A1 sin(ψ) + B1 cos(ψ)

+ A2 sin(2ψ) + B2 cos(2ψ) + . . . , (1)

where the radial dependence of all An’s and Bn’s is im-
plicit, since the above expression is for a single kinemetry
ellipse. Here, ψ is the azimuthal angle in the plane of
the galaxy, measured from the major axis; points along

Rauch+ 2008

Shapiro+ 2008
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• 21cm?
‣ Not with today’s telescopes
‣ SKA (i.e. >2020)

• Hα, Lyα
‣ Difficult observations
‣ Primarily trace ionized H gas 
✦ But connected to atomic/molecular gas

• HI?
‣ Lyα absorption
✦ via Quasars, GRBs, etc.
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Fig. 1.— From left to right: Continuum intensity in rest-frame R-band, intensity of the Hα line emission, and velocity and velocity
dispersion of the Hα-emitting component, for a simulated ideal disk (top) and for the high-redshift galaxy BzK-6004 observed as part of
the SINS program (bottom). In the ideal disk, the star formation (Hα intensity) follows the mass distribution (Continuum), whereas in
the observed z ∼ 2 system, a significant off-center star-forming region is seen. Overplotted on the velocity maps are isovelocity contours,
whose concave curvature on either side of the rotation axis displays the so-called “spider diagram” structure characteristic of rotational
motion (van der Kruit & Allen 1978). Also overplotted on the velocity and dispersion maps are sample ellipses from the expansion with
kinemetry. Along a kinemetry ellipse in the velocity map, the velocity varies as the cosine of the azimuthal angle. Along an ellipse in the
velocity dispersion map, the dispersion is approximately constant with angle.

2. METHOD

To determine whether a particular observed system is a
disk or a merger, we use two main criteria: the symmetry
of the velocity field of the warm gas, and the symmetry
of the velocity dispersion field of the warm gas. An ideal
rotating disk in equilibrium is expected to have an or-
dered velocity field, described by the so-called “spider
diagram” structure, and a centrally-peaked velocity dis-
persion field (Figure 1, see also van der Kruit & Allen
1978).

Likewise, such a disk is also expected to have the reg-
ular and centrally-peaked continuum distribution char-
acteristic of exponential disks. Indeed, this feature is
the basis for low-redshift morphological classification
schemes (e.g. Conselice 2003; Lotz et al. 2004; Cresci
et al. 2006). However, in our IFS observations, the high-
est S/N is usually obtained from the Hα emission from
the warm, star-forming gas, rather than from the un-
derlying stellar continuum whose light is dispersed over
many more spectral pixels. In Förster Schreiber et al.
(2006), for example, the emission features have a typical
S/N of ∼ 25, whereas the stellar continuum is often only
detected in a small part of a given system, with typical
S/N ≤ 10 in the brightest region. We therefore perform
only the simplest analysis of the distribution of the stel-
lar component in these systems, using this information
to supplement and inform the detailed analysis possible
with the high-S/N emission line velocity and velocity dis-
persion data.

In our analysis, we do not include constraints based
on the intensity distribution of the emission lines. This
tracer of the location and power of star-forming regions

is often clumpy and asymmetric in even the most kine-
matically regular disks (Figure 1; see also Daigle et al.
2006 for local examples) and, consequently, reveals lit-
tle about the mass distribution and dynamical state of
the system. Rather, it is the kinematics of this gas, and
not its spatial distribution, that reflects the dynamical
state of the system and therefore forms the basis for our
analysis.

2.1. Quantifying Symmetries with Kinemetry

The symmetries in kinematic fields can be measured
via the kinemetry method developed and described in
detail by Krajnović et al. (2006). Briefly, kinemetry is
an extension of surface photometry to the higher-order
moments of the velocity distribution. The procedure op-
erates by first describing the data by a series of concen-
tric ellipses of increasing major axis length, as defined by
the system center, position angle, and inclination. The
latter two parameters can either be determined a pri-
ori and used as inputs or can be measured functions of
semi-major axis length as a first step in the kinemetric
analysis. Along each ellipse, the moment as a function of
angle is then extracted and decomposed into the Fourier
series

K(ψ) = A0 + A1 sin(ψ) + B1 cos(ψ)

+ A2 sin(2ψ) + B2 cos(2ψ) + . . . , (1)

where the radial dependence of all An’s and Bn’s is im-
plicit, since the above expression is for a single kinemetry
ellipse. Here, ψ is the azimuthal angle in the plane of
the galaxy, measured from the major axis; points along

Rauch+ 2008

Shapiro+ 2008
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Measuring f(NHI) at z=0
• Ideally
‣ Analyze an all-sky 21cm map at 

high spatial resolution
• Alternate approach

i) Choose a sample of galaxies with 
a wide range of luminosity: L

ii) Map in 21cm at high spatial res.
iii) Weight+normalize the results by 

the luminosity function Φ(L)
• WHISP
‣ Zwaan+ 2005
‣ Beam size of ~1kpc diameter
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f(NH) at z=02 ZWAAN & PROCHASKA

Zwaan et al. (2005b):

f(NH2
) =

c

H0

∑
i
Φ(MBi)w(MBi)Ai(log NH2

)

NH2
ln 10 ∆ logNH2

. (1)

Here, Φ(MBi) is the space density of galaxy i measured
through the optical luminosity function as measured by
Norberg et al. (2002), with Schechter parameters: M∗

B
−

5 logh70 = −20.43, α = −1.21, and Φ∗ = 5.5 ×

10−3h3
70Mpc−3. The function w(MBi) is a weighting func-

tion that takes into account the varying number of galaxies
across the full stretch of MB , and is calculated by taking the
reciprocal of the number of galaxies in the rangeMBi −∆/2
to MBi + ∆/2, where ∆ is taken to be 0.25. Ai(log NH2

) is
the area function that describes for galaxy i the area inMpc2

corresponding to a column density in the range log NH2
to

log NH2
+ ∆ log NH2

. In practice, this is simply calculated
by summing for each galaxy the number of pixels in a certain
log NH2

range multiplied by the physical area of a pixel. Fi-
nally, c/H0 converts the number of systems per Mpc to that
per unit redshift.
The BIMA SONG galaxies are selected to be less inclined

than 70◦. In order to achieve a f(N) measurement for ran-
domly oriented galaxies, we de-projected all galaxies to face-
on assuming that the H2 gas is optically thin, and subse-
quently recalculated the column density distribution function
for ten inclinations i evenly spaced in cos(i) between 0 and 1.
The final f(NH) was taken to be the average of these ten dis-
tribution functions. This procedure only makes a small mod-
ification to the f(NH) calculated from the H2 distributions
uncorrected for inclination effects.
Figure 1 shows the resulting column density distribution

function f(NH2
), together with f(NHI) from Zwaan et al.

(2005b). We note that the horizontal axis represents the atom
surface density, which in the case of H2 is equal to 2NH2

. The
errorbars are 1σ uncertainties and include counting statistics
and the uncertainty in the optical luminosity function. The un-
certainty in the CO/H2 conversion factor could introduce the
largest error in our f(NH2

). The horizontal errorbar indicates
the uncertainty in f(NH2

) if this conversion factor is uncer-
tain by 50%. The f(NH2

) can be fitted very well with a log-
normal distribution: f(N) = f∗ exp−[(log N − σ)/µ]2/2
, where µ = 20.6, σ = 0.65 and the normalization f∗ is
1.1×10−25 cm2. The distribution function of H2 column den-
sities seems to follow a natural extension of the H I distribu-
tion function, in such a way that the summed f(NH) roughly
follows a power-law distribution N−2.5

H between log NH =
21 and log NH = 24. The two distribution functions cross at
log NH ≈ 22, which is the approximate column density asso-
ciated with the conversion from H I to H2 (e.g. Schaye 2001).
By taking the integral over f(NH2

) multiplied by NH2
,

we find the total H2 mass density at z = 0 to be ρH2
=

1.1 × 107M$ Mpc−3, which is approximately one quarter of
ρHI(z = 0) (Zwaan et al. 2005a). Keres et al. (2003) found
ρH2

= (2.0 ± 0.7) × 107M$ Mpc−3, where we converted
their value to H0 = 70 km s−1 Mpc−1 and used the same
CO/H2 conversion factor as we used. This difference might
be partly due to the fact that the BIMA SONG sample does
not include many dwarf galaxies, although judging from the
Keres et al. (2003) CO mass function, these galaxies con-
tribute only very little to ρH2

. Another reason could be that
the BIMA SONG sample is optically selected, whereas Keres’
sample (Young & Knezek 1989) predominantly consists of
FIR-selected galaxies, which can cause a bias toward CO-
rich galaxies (see e.g., Solomon & Sage 1988). Casoli et al.

FIG. 1.— The column density distribution function of H I and H2 at z = 0.
The H I curve is adopted from Zwaan et al. (2005b), the H2 curve is mea-
sured from the CO emission line maps from the BIMA SONG sample. Col-
umn densities are expressed in atoms per cm2, also for H2. The solid line
is the summed f(NH). The horizontal errorbar indicates the uncertainty in
f(NH2

) if the CO/NH2
conversion factor is uncertain by 50%. Thef(NH2

)
can be fitted very well with a log-normal distribution, where µ = 20.6,
σ = 0.65 and the normalization is 1.1 × 10−25 cm2, as indicated by the
dashed line.

(1998) used a larger sample than Young & Knezek (1989),
and took into account CO non-detections, to find much lower
values of MH2

/MHI, which are fully consistent with our de-
rived value of ρH2

/ρHI.
What fraction of the cosmic H2 mass density do wemiss be-

low theNH2
detection limit of 8.5×1020cm−2? The f(NH2

)
appears to flatten off at the lowest column densities, which
implies that the contribution of low NH2

is low, unless the
f(NH2

) rises steeply below our detection limit. To test this,
we make use of the H2 absorption line survey in DLAs by
Ledoux et al. (2003). These authors report a detection rate of
13 to 20%, with H2 column densities typically in the range
log NH2

= 17 to 18.5. Based on their statistics and the mea-
sured f(NHI) of DLAs at z = 0 from Zwaan et al. (2005b),
we estimate that log f(NH2

= 1018cm−2) = −23.5 at z = 0,
conservatively assuming that the detection statistics of H2 ab-
sorption has not evolved since z ≈ 2. Extrapolating our mea-
sured f(NH2

) to this value, we find that f(NH2
) ∝ NH2

−0.5

(see Figure 2). Now, by integrating
∫

NH2
f(NH2

)dNH2
we

find the total H2 mass as a function of NH2
. From this we

derive that the mass contained in systems log NH2
< 21 is

only 3% of the total H2 mass density. This implies that our
results presented in this paper apply to roughly 97% of the
total number of H2 molecules in the universe.
Beam smearing might lead to an overestimation of the

cross-sections at low NH2
and an underestimte of f(NH2

) at
large NH2

. Because a main result of the next section is that
the H2 cross-sections are small, we have ignored these effects
for now.

3. WHERE TO FIND THE MOLECULES

The redshift number density dN/dz of H2 above the NH2

limit of 1021 cm−2 can be calculated from f(NH2
) by sum-

ming over all column densities larger than this limit. We find

Zwaan & 
Prochaska 2006
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The final f(NH) was taken to be the average of these ten dis-
tribution functions. This procedure only makes a small mod-
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1.1×10−25 cm2. The distribution function of H2 column den-
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CO/H2 conversion factor as we used. This difference might
be partly due to the fact that the BIMA SONG sample does
not include many dwarf galaxies, although judging from the
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tribute only very little to ρH2

. Another reason could be that
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= 17 to 18.5. Based on their statistics and the mea-
sured f(NHI) of DLAs at z = 0 from Zwaan et al. (2005b),
we estimate that log f(NH2

= 1018cm−2) = −23.5 at z = 0,
conservatively assuming that the detection statistics of H2 ab-
sorption has not evolved since z ≈ 2. Extrapolating our mea-
sured f(NH2

) to this value, we find that f(NH2
) ∝ NH2

−0.5

(see Figure 2). Now, by integrating
∫

NH2
f(NH2

)dNH2
we

find the total H2 mass as a function of NH2
. From this we
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and took into account CO non-detections, to find much lower
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rived value of ρH2

/ρHI.
What fraction of the cosmic H2 mass density do wemiss be-

low theNH2
detection limit of 8.5×1020cm−2? The f(NH2

)
appears to flatten off at the lowest column densities, which
implies that the contribution of low NH2

is low, unless the
f(NH2

) rises steeply below our detection limit. To test this,
we make use of the H2 absorption line survey in DLAs by
Ledoux et al. (2003). These authors report a detection rate of
13 to 20%, with H2 column densities typically in the range
log NH2

= 17 to 18.5. Based on their statistics and the mea-
sured f(NHI) of DLAs at z = 0 from Zwaan et al. (2005b),
we estimate that log f(NH2

= 1018cm−2) = −23.5 at z = 0,
conservatively assuming that the detection statistics of H2 ab-
sorption has not evolved since z ≈ 2. Extrapolating our mea-
sured f(NH2

) to this value, we find that f(NH2
) ∝ NH2

−0.5

(see Figure 2). Now, by integrating
∫

NH2
f(NH2

)dNH2
we

find the total H2 mass as a function of NH2
. From this we

derive that the mass contained in systems log NH2
< 21 is

only 3% of the total H2 mass density. This implies that our
results presented in this paper apply to roughly 97% of the
total number of H2 molecules in the universe.
Beam smearing might lead to an overestimation of the

cross-sections at low NH2
and an underestimte of f(NH2

) at
large NH2

. Because a main result of the next section is that
the H2 cross-sections are small, we have ignored these effects
for now.

3. WHERE TO FIND THE MOLECULES

The redshift number density dN/dz of H2 above the NH2

limit of 1021 cm−2 can be calculated from f(NH2
) by sum-

ming over all column densities larger than this limit. We find

Zwaan & 
Prochaska 2006

The overlap in the distribution functions seems a 
remarkable ‘coincidence’.  (Schaye 2001; Krumholz+ 2009)
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1% Covering Fraction to 1.6 MSun pc-2
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Nmin
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N

HI
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First Moment: HI Mass Density
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Aside: In practice, ρHI is derived 
from all-sky surveys of HI galaxies
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Cosmic Evolution of HI in Galaxies

• How does HI evolve in 
galaxies in time?

• Are galaxies smaller in 
the past, e.g. lower CA?

• Are galaxies more gas 
rich in the past?

s in galaxies 

s rich in 
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Fig. 7.— The redshift distributions predicted for our z and
J-dropout selections (shown as the magenta and black lines, re-
spectively) using our derived LFs and the simulation results pre-
sented at the beginning of §4. The z-dropout predictions assume
MUV,AB = −19.8 and α = −1.74 (Table 4) while the J-dropout
prediction assume MUV,AB = −19.1 and α = −1.74 (derived from
the extrapolations derived in §5.3). The mean redshifts expected
for our z-dropout and J-dropout selections are 7.3 and 9.0, re-
spectively. These mean redshifts are somewhat lower than that of
previous selections we had considered (e.g., Bouwens et al. 2004c;
Bouwens et al. 2005; Bouwens & Illingworth 2006) because of our
use of slightly more inclusive selection criteria in this work.

of the uncertain faint-end slope on our quoted constraints
for both M∗

UV and φ∗.
To put the LF fit results and dropout selections in

context, it seems helpful to use our best-fit LFs to cal-
culate an expected redshift distribution for our z and
J dropout selections. We can take advantage of the
same simulations described at the beginning of §4 to
calculate these redshift distributions. For concreteness,
M∗

UV,AB = −19.1 and α = −1.74 are assumed for the
UV LF at z ∼ 9 for our J-dropout selection (using the
extrapolations from §5.3). The redshift distributions are
presented in Figure 7. The mean redshifts expected for
our z-dropout and J-dropout selections are 7.3 and 9.0,
respectively. The mean redshifts estimated for both se-
lections are smaller than what we had considered in pre-
vious works (e.g., Bouwens et al. 2004c; Bouwens et al.
2005; Bouwens & Illingworth 2006) because of our adop-
tion of a slightly more inclusive dropout criterion in this
work. Note that including the likely evolution across the
redshift range of these selections would likely lower the
mean redshifts even more (Muñoz & Loeb 2008).

4.3. Luminosity / SFR density

We can use the present LF results to refine our con-
straints of the rest-frame UV luminosity densities at
z ! 7. Previously, we set constraints on these quantities
based upon a sample of four z ∼ 7 z-dropout candidates
found over the GOODS fields (Bouwens & Illingworth
2006) and a sample of three possible J-dropout candi-
dates over the deep NICMOS parallels to the HUDF
(Bouwens et al. 2005).

Here we are able to make modest but significant im-
provements in our measurement of the UV luminosity
density at z ∼ 7 − 10. We make these estimates based
upon our best-fit LFs at z ∼ 7 and z ∼ 9. We shall
consider integrations to a limiting luminosity of 0.2 L∗

z=3
because this corresponds to the approximate flux limit
for our z and J-dropout searches (i.e., H160,AB ∼ 28).

Fig. 8.— The present constraints on the UV luminosity density
at z ! 7. At z ∼ 7, this constraint is shown as a large solid red
circle while at z ∼ 9, it is shown as a 1σ upper limit (red downward
arrow). These determinations are integrated to 0.2L∗

z=3 to match
the approximate faint limits on our z ! 7 galaxy searches. Also
shown are the determinations of Schiminovich et al. (2005: open
black squares), Steidel et al. (1999: green crosses), and Bouwens
et al. (2007: solid red squares) integrated to the same flux limit.

Fig. 9.— Estimated star formation rate density as a function of
redshift (integrated down to 0.2 L∗

z=3 as in Figure 8). The lower
set of points give the SFR density without a correction for dust
extinction, and the upper set of points give the SFR density with
such a correction. This is also indicated with the shaded blue and
red regions, respectively, where the width of these regions show the
approximate uncertainties estimated by Schiminovich et al. (2005).
At lower redshift (z " 3), we adopt the dust correction suggested by
Schiminovich et al. (2005). At z ! 6, we adopt the dust correction
obtained by Bouwens et al. (2006: see also Stark et al. 2007a and
Stanway et al. 2005) at z ∼ 6 from the UV -continuum of i-dropouts
and the Meurer et al. (1999) IRX-β prescription. At z ∼ 4 and
z ∼ 5, we interpolate between the estimated dust extinctions at
z ∼ 3 and z ∼ 6. The symbols are the same as in Figure 8.

We present these luminosity densities in Figure 8 and Ta-
ble 6. As is conventional, we also present the equivalent
star formation rate on this same figure using the Madau
et al. (1998) and adopting a Salpeter IMF. To show how
this situation changes when a plausible account of dust is
included, we plot the equivalent dust-corrected and un-
corrected SFR densities in Figure 9. We employ the dust
corrections adopted by Bouwens et al. (2007), which are
1.4 mag, 1.1 mag, 0.6 mag, and 0.4 mag at z " 3, z ∼ 4,
z ∼ 5, and z ! 6, respectively. Our use of an evolving
dust correction from z ! 6 to z ∼ 3 is motivated by the
apparent evolution in the UV -continuum slope over this
redshift range (e.g., Stanway et al. 2005; Bouwens et al.
2006) and the correlation of UV -continuum slope with
dust extinction (e.g., Meurer et al. 1999; Reddy et al.

Bouwens+ 2008
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Heading to the High z Universe
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Heading to the High z Universe

• 21cm emission is ‘hopeless’
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Heading to the High z Universe

• 21cm emission is ‘hopeless’
• Lyα in Absorption
‣ Damped portion of the curve-of -growth
‣ NHI well measured in modest quality spectra
✦ Can use GRBs, galaxies
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SDSS DR5!(X) =
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Nmin

f (NHI) dNHI

ρHI =
mpH0

c
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Nmin

NHIf (NHI)dNHI

τ 0
Lyα = 7.5 × 106 NHI

1020 cm−2

• ~1000 DLAs 
‣ Towards several thousand 

quasars
‣ Automated algorithm with 

refined (by-hand) analysis
• z=2.2 to 5

Prochaska+ 2005
Prochaska & Wolfe 2009
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Non-Evolution in the Shape of f(NHI)
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Non-Evolution in the Shape of f(NHI)

• No evolution from z=2 to 4
‣ Gas remains distributed in a       

self-similar fashion during this 1Gyr
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Non-Evolution in the Shape of f(NHI)

• No evolution from z=2 to 4
‣ Gas remains distributed in a       

self-similar fashion during this 1Gyr
• No evolution from z=2 to 0!!
‣ At all cosmic time, galaxies (as a 

population) have the same relative 
distribution of projected ΣHI
✦ On pc scales
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Non-Evolution in the Shape of f(NHI)

• No evolution from z=2 to 4
‣ Gas remains distributed in a       

self-similar fashion during this 1Gyr
• No evolution from z=2 to 0!!
‣ At all cosmic time, galaxies (as a 

population) have the same relative 
distribution of projected ΣHI
✦ On pc scales

• No shift in the NHI break with z
‣ To within a factor of ~2
‣ Consistent with H2 physics
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(Non)Evolution in the f(NHI) Moments

! ! ! ! ! ! !

"#"

"#$

"#%

"#&

"#'

(#"

(#$

(#%

!
)
*!
+(
"
'
!,

-
.
/
!,
0
1!
2
!3
4
$
5

$#" $#6 2#" 2#6 %#" %#6 6#"
7

"#""

"#"$

"#"%

"#"&

"#"'

"#("

8
9
:
+;
5

21

HI Mass Density

“Covering fraction”



(Non)Evolution in the f(NHI) Moments

! ! ! ! ! ! !

"#"

"#$

"#%

"#&

"#'

(#"

(#$

(#%

!
)
*!
+(
"
'
!,

-
.
/
!,
0
1!
2
!3
4
$
5

$#" $#6 2#" 2#6 %#" %#6 6#"
7

"#""

"#"$

"#"%

"#"&

"#"'

"#("

8
9
:
+;
5

21

z=0 values from
21cm observations

HI Mass Density

“Covering fraction”



(Non)Evolution in the f(NHI) Moments

21

z=0 values from
21cm observations

HI Mass Density

“Covering fraction”

z>2.2 values from Lyα
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• Galaxies today have nearly 
the same size* and total HI 
mass as 10 Gyr ago
‣ Am willing to interpolate
✦ i.e. constant since z~2

• But, we know stars have 
formed since z~2
‣ Driven by gas accretion 
✦ (See other talks)
‣ ‘Disks’ at large NHI are 

critically unstable (Q~1) to  
SF at all times
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Non-Evolution in the f(NHI) Moments
HI Mass Density
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DLA Systematic Biases

• Dust
‣ Obscures background quasar
‣ Likely a ~10% effect

• Color selection
‣ SDSS is biased toward DLAs at z~3
✦ Possibly a 20% effect
‣ Not important at z>3.5

• Survey path
‣ DLAs affect the S/N of their spectra
‣ Boosts statistics at z~2 by ~30%

23

(Ellison+01,Jorgenson+06)

(Prochaska+09)

(Notredaeme+09)

8 The UCSD Radio-Selected Quasar Survey for DLAs
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Fig. 3.— The H I frequency distribution fHI(N, X) for the 26
DLAs of the combined sample is plotted in red. Overplotted are
the fits of a single power-law, the dot-dashed line in blue, and a Γ-
function, the dashed line in red. The last bin contains the 2σ upper
limit. Plotted in black is the fHI(N, X) for the optical data from
the SDSS-DR3, with the Γ-function fit in green.

> 5.96) = 1.5% show that we can reject the fit at the 5%
level, but not at the 1% level of confidence. While this may
be evidence for modest disagreement between the two sam-
ples, we interpret this disagreement to be primarily due to
the fact that we cannot constrain the radio-selected fit at
large NHI , i.e. the radio-selected sample does not contain
enough DLAs to fully sample the H I distribution func-
tion. We note that a more conservative two-sided KS test
shows agreement between the radio-selected data and the
optically-selected Γ-function fit at the 77% level.

Table 6

FITS TO fHI(N, X)

Form Parameters SDSS-DR3 Opticala,b Combined Radioc

Single log k1 23.36 22.90
α1 −2.19+0.05

−0.05 −2.18+0.20
−0.26

Gamma log k2 −23.52+0.02
−0.02 −25.97+0.09

−0.08

log Nγ 21.48+0.07
−0.10 22.49+0.29

−0.36

α2 −1.80+0.06
−0.06 −2.12+0.22

−0.27

aProchaska, Herbert-Fort, & Wolfe (2005)
bMean absorption redshift = 3.06
cMean absorption redshift = 2.28

The line density of DLAs in the combined sample, taken
over the entire redshift interval, z = [1.5, 4.4], is !DLA(X) =
0.08+0.02

−0.02 at a median z = 2.35, where the errors represent
the 1σ Poisson uncertainty in mDLA. In Figure 4 we plot
!DLA(X) for the combined sample in red, evaluated in the
discrete limit,

!DLA(X) =
mDLA

∆X
. (15)

We have grouped the data into four redshift bins, z = [1.5,

2.2], [2.2, 2.5], [2.5, 3.0], and [3.0, 4.4] to allow for compar-
ison with the results of PHW05. We have overplotted the
results of the SDSS-DR3 optical survey in black. These
points are grouped into redshift bins z = [2.2, 2.5], [2.5,
3.0], [3.0, 3.5], [3.5, 4.0], [4.0, 5.3]. The black point marked
by a star in redshift bin z = [1.5, 2.2] is a compilation of
optical surveys for DLAs produced by Péroux et al. (2003).
Although the central values of the line densities of the ra-
dio and optically-selected surveys are different, the differ-
ence is not statistically significant. Note the radio sample
gives a somewhat higher line density at all redshifts, and it
is interesting to note that beginning at z = 2.2, the trend
of increasing line density with increasing redshift, z > 2.2,
is present in both samples. In fact, the central values of
the radio sample follow the same qualitative shape, even
the unusual ‘dip’ at z ≈ 2.3. While it would make sense
that the SDSS-DR3 survey, with its statistically signifi-
cant numbers of quasars and DLAs is actually detecting
a physically meaningful trend – PHW05 claim the decline
in !DLA(X) is due to a decrease in DLA cross-section with
time – the correspondence with the combined radio sam-
ple, of relatively so few objects, is likely a coincidence.
However, although the error bars are large, we can inter-
pret this similarity in line density evolution with the sta-
tistically significant results of the SDSS-DR3 as support
of our results.
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Fig. 4.— Plot of the line density of DLA systems "DLA(X) versus
redshift for the combined sample (solid lines). Overplotted is the
"DLA(X) for the optical data from the SDSS-DR3 survey and the
Péroux compilation (dashed lines).

While we report a detection of the neutral gas mass den-
sity, Ωg = 1.15+0.37

−0.38 × 10−3, our result is actually a lower
limit due to the insufficient size of the combined sample. In
Figure 5 we plot Ωg for each of the UCSD, CORALS and
combined samples. Errors are calculated using a modified
bootstrap method as described by PHW05, and the val-
ues are plotted at the NHI weighted mean redshift. Also
plotted, in black, are the Ωg values determined by the
optically-selected SDSS-DR3 survey (PHW05), which cov-
ers a redshift range z ≥ 2.2. Because the SDSS-DR3 sam-
ple consists of over 500 DLAs the values of Ωg are plotted
in five redshift bins: z = [2.2, 2.5], [2.5, 3.0], [3.0, 3.5], [3.5,



Put a theory slide here?

24

6 A. Pontzen et al.

Figure 2. The z = 3 neutral column density of H I in a 400 kpc cube centred on the major progenitor to a z = 0 Milky Way type galaxy (box MW). The
colours are such that DLAs (log10 NHI/ cm−2 > 20.3) appear in dark red and Lyman limit systems (20.3 > log10 NHI/ cm−2 > 17.2) appear in green
and yellow. The circles indicate the projected positions and virial radii of all dark matter haloes withM > 5× 108M". All units are physical. A stereoscopic

version and an animated version of this plot are available atwww.ast.cam.ac.uk/˜app26/.

on our results (this can also be seen directly from Figure 2). This

confinement of our DLA cross sections is discussed in Section 5.5.

For each sightline, we measure directly the column density in

neutral hydrogen. If this column density exceeds the DLA threshold

(NHI > 1020.3 cm−2), it is added to our catalogue. If not, it is

immediately discarded; but we keep track of the numbers of all

sightlines taken so that we may calculate

σDLA ≡ σsearch

„

nDLA

ntotal

«

(2)

where σsearch = πr2
vir is the search area, ntotal is the total number

of random sightlines calculated and nDLA is the number of such

sightlines which exceed the DLA threshold. In this way, we obtain

a representative DLA cross-section for each halo without assuming

any particular projection.

We also produce an absorption line profile for a low-ion transi-

tion such as those of Si II. We assumed that the relative abundances

of heavy elements were solar and that Si II was perfectly cou-

pled to H I, so that for solar metallicity MX/MH = 0.0133 and
n(Si II)/n(H I) = n(Si)/n(H) = 3.47 × 10−5 (Lodders 2003).

In other words, given the metallicity Z of each gas particle, we

take n(Si II) = 3.47 × 10−5 (Z/Z") n(H I). Although an approx-
imation, we found that the effect of relaxing the assumption of the

Si II – H I coupling was minor; see Section 5.2.

Example profiles are shown in Figure 3, in which we have

chosen four haloes and displayed five random sightlines from each.

For the purposes of this plot, we choose one of SiIIλ1808, 1526,
1304 or 1260 according to which transition has maximum optical

depth closest to unity. The plots are centred such that∆v = 0 cor-
responds to the motion of the centre of mass of the parent darkmat-

ter halo. We also added, for display purposes, gaussian noise such

that the signal-to-noise ratio (S/N) is 30/1. The range contributing
to v90% (see Section 4.2.2) is shown in Figure 3 by vertical lines

at either end. Absorption arising in haloes with virial velocities

c© 2008 RAS, MNRAS 000, 000–000
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Swimming Pool Theory of Galaxy Formation
• Construction
‣ Dark matter halo forms
‣ Gas pools in
✦ This may occur very rapidly (i.e. coeval)
✦ Cools+recombines to form HI

• Pool fills
• Excess water spills into H2

‣ H2 rapidly converted to stars
‣ HI level maintained

• Accretion stops/slows
‣ SF slows
‣ Pool stays full 
✦ Absent a major (destructive) event
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Figure 1. Each curve indicates the variation with redshift of the comoving number density of dark matter haloes with masses exceeding
a specific value M in the standard ΛCDM model with Ωm,0 = 0.3, ΩΛ,0 = 0.7, h = 0.7 and σ8 = 0.9. The label on each curve indicates
the corresponding value of log(M/ M!).

3.2 The cosmic mass fraction in massive haloes

For the upper left plot of Figure 2 we have used equation (15) to compute lower mass limits M(z) such that the halo population

contains a given fixed fraction of all cosmic mass. As noted in Section 2, for our “improved” Press-Schechter models haloes
corresponding to > 1σ and > 2σ initial fluctuations contain 0.22 and 0.047 of the cosmic mass respectively, independent of

redshift. By our conventions, the 1σ limiting mass is defined as M∗, the characteristic mass of clustering. By comparing the

1σ line in Figure 2 with the constant mass lines copied over from Figure 1, one can see that M∗ drops from just over 1013 M!

at the present day to just below 107 M! at z = 6.

From the redshift zero axis on this same plot, we can see that one percent of all mass today is in objects more massive than
1015 M!, ten percent is in objects more massive than 1014 M!, but more than half is in objects less massive than 1010 M!, one

percent of the halo mass of the Milky Way. According to our standard model, the mass of the Universe is currently distributed

over objects with an extremely wide range of masses. The predicted distribution of the lower half of the mass is actually very
uncertain, since use of our formulae in this regime would involve extrapolation far below the limits for which they have been

tested against N-body simulations (see Jenkins et al. 2001). For this reason we do not give curves for mass fractions above
0.5.

At redshift 5 just under one percent of all matter is in haloes more massive than that of the Milky Way, but by redshift 10

this fraction has dropped to 10−6. At redshift 10 there is, nevertheless, still one percent of all matter in haloes more massive
than about 1010 M! and five percent in haloes more massive than about 108 M!. By redshift 20 only about 10−3 of all matter

is in haloes more massive than 108 M! and only about 10−6 in haloes more massive than 1010 M!.

c© 2000 RAS, MNRAS 000, 000–000
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Swimming Pool Theory of Galaxy Formation

• At z~2, all of the swimming 
pools are in place (and full)
‣ i.e. Halos with M < 1012 MSun
✦ Predicted by LCDM

• Implications
‣ HI ‘disks’ at z~2 are as      

large as today
✦ True as a population
‣ Very few HI ‘disks’ are 

destroyed since z~2
✦ Those that are destroyed are 

replaced
✦ Or existing ones grow
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• 2x decrease in l(X) and ρHI

from z=4 to 2.5   (1 Gyr)
‣ Eliminate, uniformly, gas at 

all surface densities
• Star formation?
‣ Unlikely to remove gas with 

low ΣHI 

• ‘Violent’ processes
‣ Mergers
‣ Feedback
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Swimming Pool Theory of Galaxy Formation
• Evolution in HI ‘disks’
‣ Not sufficient to empty each 

pool by 50%
✦ This would reduce ρHI
✦ But would minimally change CA

‣ Need to remove 1/2 of the pools
✦ While leaving the other 1/2 alone

• What drives this process?
‣ SF: Consistent with the SFR
✦ But why only 1/2 of the galaxies?
✦ And how is the low ΣHI gas removed?
‣ Feedback?
‣ Mergers?
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z~3 is the Epoch of Elliptical ‘Formation’

• Red and ‘dead’ galaxies exist
‣ Some mechanism removed the 

majority of their cold ISM to halt 
star formation

• Elliptical galaxies have old 
stellar populations
‣ >10 Gyr (z>2)

• Connect: 
‣ Rapid decline in ρHI and the 

covering of CA

29



What do these swimming pools look like?

30

Dekel

– 44 –

Fig. 3.— short spectra for the single line emitters. The coordinates are in pixel units (0.252′′ ×
0.67Å). The sections of the spectra shown here are 15.12” or 116 proper kpc wide in the spatial

direction and about 2266 kms−1 long in the spectral direction (i.e., horizontally). The spectra have

been heavily smoothed with a 7x7 pixel boxcar filter. The areas within the light grey contours

(turqoise in the color version) have a flux density greater than approximately 1.5× 10−20 erg cm−2

s−1 Å. The numbers refer to the column entry ’ID’ in table 2. The spectra are grouped together

such that the first 12 of them (top box) appear to have a single central peak; the next six (IDs

39, 27, 3, 23, 28, and 29, second box from top) show a clearly asymmetric red peak with a much

weaker blue counter-peak; the following three (third box to the left) either have a stronger blue

than red peak (ID 15) or emission features blueward of an absorption line (36, 37); the remaining

six are unclassifiable, sometimes amorphous objects.
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Fig. 1.— From left to right: Continuum intensity in rest-frame R-band, intensity of the Hα line emission, and velocity and velocity
dispersion of the Hα-emitting component, for a simulated ideal disk (top) and for the high-redshift galaxy BzK-6004 observed as part of
the SINS program (bottom). In the ideal disk, the star formation (Hα intensity) follows the mass distribution (Continuum), whereas in
the observed z ∼ 2 system, a significant off-center star-forming region is seen. Overplotted on the velocity maps are isovelocity contours,
whose concave curvature on either side of the rotation axis displays the so-called “spider diagram” structure characteristic of rotational
motion (van der Kruit & Allen 1978). Also overplotted on the velocity and dispersion maps are sample ellipses from the expansion with
kinemetry. Along a kinemetry ellipse in the velocity map, the velocity varies as the cosine of the azimuthal angle. Along an ellipse in the
velocity dispersion map, the dispersion is approximately constant with angle.

2. METHOD

To determine whether a particular observed system is a
disk or a merger, we use two main criteria: the symmetry
of the velocity field of the warm gas, and the symmetry
of the velocity dispersion field of the warm gas. An ideal
rotating disk in equilibrium is expected to have an or-
dered velocity field, described by the so-called “spider
diagram” structure, and a centrally-peaked velocity dis-
persion field (Figure 1, see also van der Kruit & Allen
1978).

Likewise, such a disk is also expected to have the reg-
ular and centrally-peaked continuum distribution char-
acteristic of exponential disks. Indeed, this feature is
the basis for low-redshift morphological classification
schemes (e.g. Conselice 2003; Lotz et al. 2004; Cresci
et al. 2006). However, in our IFS observations, the high-
est S/N is usually obtained from the Hα emission from
the warm, star-forming gas, rather than from the un-
derlying stellar continuum whose light is dispersed over
many more spectral pixels. In Förster Schreiber et al.
(2006), for example, the emission features have a typical
S/N of ∼ 25, whereas the stellar continuum is often only
detected in a small part of a given system, with typical
S/N ≤ 10 in the brightest region. We therefore perform
only the simplest analysis of the distribution of the stel-
lar component in these systems, using this information
to supplement and inform the detailed analysis possible
with the high-S/N emission line velocity and velocity dis-
persion data.

In our analysis, we do not include constraints based
on the intensity distribution of the emission lines. This
tracer of the location and power of star-forming regions

is often clumpy and asymmetric in even the most kine-
matically regular disks (Figure 1; see also Daigle et al.
2006 for local examples) and, consequently, reveals lit-
tle about the mass distribution and dynamical state of
the system. Rather, it is the kinematics of this gas, and
not its spatial distribution, that reflects the dynamical
state of the system and therefore forms the basis for our
analysis.

2.1. Quantifying Symmetries with Kinemetry

The symmetries in kinematic fields can be measured
via the kinemetry method developed and described in
detail by Krajnović et al. (2006). Briefly, kinemetry is
an extension of surface photometry to the higher-order
moments of the velocity distribution. The procedure op-
erates by first describing the data by a series of concen-
tric ellipses of increasing major axis length, as defined by
the system center, position angle, and inclination. The
latter two parameters can either be determined a pri-
ori and used as inputs or can be measured functions of
semi-major axis length as a first step in the kinemetric
analysis. Along each ellipse, the moment as a function of
angle is then extracted and decomposed into the Fourier
series

K(ψ) = A0 + A1 sin(ψ) + B1 cos(ψ)

+ A2 sin(2ψ) + B2 cos(2ψ) + . . . , (1)

where the radial dependence of all An’s and Bn’s is im-
plicit, since the above expression is for a single kinemetry
ellipse. Here, ψ is the azimuthal angle in the plane of
the galaxy, measured from the major axis; points along
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Figure 2. The z = 3 neutral column density of H I in a 400 kpc cube centred on the major progenitor to a z = 0 Milky Way type galaxy (box MW). The
colours are such that DLAs (log10 NHI/ cm−2 > 20.3) appear in dark red and Lyman limit systems (20.3 > log10 NHI/ cm−2 > 17.2) appear in green
and yellow. The circles indicate the projected positions and virial radii of all dark matter haloes withM > 5× 108M". All units are physical. A stereoscopic

version and an animated version of this plot are available atwww.ast.cam.ac.uk/˜app26/.

on our results (this can also be seen directly from Figure 2). This

confinement of our DLA cross sections is discussed in Section 5.5.

For each sightline, we measure directly the column density in

neutral hydrogen. If this column density exceeds the DLA threshold

(NHI > 1020.3 cm−2), it is added to our catalogue. If not, it is

immediately discarded; but we keep track of the numbers of all

sightlines taken so that we may calculate

σDLA ≡ σsearch

„

nDLA

ntotal

«

(2)

where σsearch = πr2
vir is the search area, ntotal is the total number

of random sightlines calculated and nDLA is the number of such

sightlines which exceed the DLA threshold. In this way, we obtain

a representative DLA cross-section for each halo without assuming

any particular projection.

We also produce an absorption line profile for a low-ion transi-

tion such as those of Si II. We assumed that the relative abundances

of heavy elements were solar and that Si II was perfectly cou-

pled to H I, so that for solar metallicity MX/MH = 0.0133 and
n(Si II)/n(H I) = n(Si)/n(H) = 3.47 × 10−5 (Lodders 2003).

In other words, given the metallicity Z of each gas particle, we

take n(Si II) = 3.47 × 10−5 (Z/Z") n(H I). Although an approx-
imation, we found that the effect of relaxing the assumption of the

Si II – H I coupling was minor; see Section 5.2.

Example profiles are shown in Figure 3, in which we have

chosen four haloes and displayed five random sightlines from each.

For the purposes of this plot, we choose one of SiIIλ1808, 1526,
1304 or 1260 according to which transition has maximum optical

depth closest to unity. The plots are centred such that∆v = 0 cor-
responds to the motion of the centre of mass of the parent darkmat-

ter halo. We also added, for display purposes, gaussian noise such

that the signal-to-noise ratio (S/N) is 30/1. The range contributing
to v90% (see Section 4.2.2) is shown in Figure 3 by vertical lines

at either end. Absorption arising in haloes with virial velocities
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Figure 4. Surface density maps of galaxy A at z = 2.3. The side of each panel is 10 kpc. Shown are face-on views (left) and edge-on views (right). From
top to bottom: gas, SFR, stars, and dark matter. The units are log(M!pc−2) for the surface density and log(M! yr−1kpc−2) for the SFR. We see a disc of

gas and young stars, a significant bulge extending to a very thick disc of old stars, and a rather spherical dark-matter halo. The disc is fragmented to elongated

features and round dense clumps. Stars form at a high rate in the clumps and at the centre of the bulge. Most of the clumps are in-situ to the disc and are not

associated with dark-matter concentrations. Two of the clumps are off-disc satellites consisting of gas, stars and dark matter.

ALMA will play a major role here...



Summary
• Galaxies (as a population) have the 

same distribution of ΣHI at z=2 and 0
‣ And probably at all times in between
‣ Shape holds to z>4

• HI mass density and covering 
fraction decline by 50% in 1 Gyr 
from z=4 to 2
‣ Mergers?  Feedback?  SF?

• Swimming Pool Theory of GF
‣ z=4 to 2
✦ 1/2 of the pools are completely emptied 
‣ z=2 to today
✦ The pools are filled and do not evolve
✦ SF proceeds only because of new accretion
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