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Abstract

A complete analysis of a SBV frequency tripler has been performed. This
analysis was achieved through the development of a unique tripler block based on the
mounting structure proposed by Eisenhart and Khan. Using the boundary conditions
imposed by Eisenhart and Khan, an analytical model of the waveguide structure was
derived and simulated. With the linear RF circuit decomposed into an analytical model,
the Drift-Diffusion Harmonic-Balance numerical simulator was used to accurately model
the performance of the active non-linear device in the linear embedding circuit. The
results of the RF circuit simulations combined with the numerical device Harmonic-
Balance simulator is then compared to experimental results and demonstrates a high
degree of accuracy over a wide range of output backshort positions.

1. Introduction

In the drive to create solid-state heterodyne mixers at frequencies above 1 THz,
the provision of sufficient local oscillator power becomes a critical issue [1]. Since
substantial power has been reported from solid-state LO chains around 300 GHz (6-8
mW) [2 -3], a final tripler stage using a Schottky Barrier Varactor diode (SBV) with an
efficiency of 6% would provide enough power to drive a single-diode harmonic mixer at
frequencies near 2 THz. There are, however, significant difficulties in the design of
triplers at these high frequencies. These difficulties include the design of the Schottky
device, idlers and filters, as well as reliable and reproducible RF circuits to effectively
couple power to and from the multiplier diode. In order to effectively couple the power
into and generate power from the SBV frequency tripler, the embedding impedances of
the RF circuit must be carefully designed relative to the diode. The analysis of traditional
tripler waveguide structures requires the use of such programs as Hewlett Packard's High
Frequency Structure Simulator (HFSS). However, simulations run for such complex
structures in HFSS are extremely CPU intensive. In an attempt to create a tripler
waveguide structure that lends itself to straight-forward analytical calculations for the
embedding circuit impedances, a mounting waveguide based on the structure proposed by
Eisenhart and Khan [4] has been developed [1], and reported here. Using the boundary
conditions imposed by Eisenhart and Khan, an analytical model of the waveguide
structure was derived and simulated in Mathematica. The embedding impedances
presented by the linear RF circuit were calculated over a wide range of backshort
positions in a matter of minutes. With the linear RF circuit decomposed into an analytical
model, Computer Aided Design (CAD) techniques can be used to accurately model the
performance of the active nonlinear device in the linear embedding circuit.

In this paper, we report on the use of the novel fully self-consistent physics based
large signal time- and temperature-dependent Drift-Diffusion Harmonic-Balance (DDHB)
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[5-6] analysis of the active device combined with the electromagnetic modeling of the
waveguide based on the Eisenhart and Khan analysis. The DDHB simulator models
carrier transport through the bulk region of the SBV by a set of coupled nonlinear
differential equations and requires that the linear RF circuit embedding impedances be
known. The combination of these tools has, for the first time, provided a means for the
complete analysis of a high frequency tripler. The results of the RF circuit simulations
combined with the CAD programs are compared to the experimental results for the 91.33
to 274 GHz tripler block. These results demonstrate a high degree of accuracy over a
wide range of backshort positions and predict similar output powers to experimental
results (i.e. 2.5 mW at 274 GHz).

II. The Tripler Waveguide Structure

The diode mount used in this work was a 230 to 290 GHz tripler based closely on
the structure reported in [7]. The block employed the use of crossed LO and output
waveguides, backshort and E-plane LO tuners, a backshort for output tuning, a single
diode with facility for d.c. bias, and two quarter-wave transformer sections between the
idler and the output waveguide. Figure 1 presents a detailed diagram of the internal
configuration of the tripler waveguide structure used. The input power from the LO is
coupled into the SBV via a waveguide probe, and a stripline filter on the probe prevents
power at the higher harmonics from leaking back into the input waveguide. The diode is
mounted in the idler waveguide approximately a quarter wavelength (at the fundamental
LO frequency) from the idler to output waveguide transition in which only the
fundamental LO frequency is in cut-off. The idler serves as a resonant cavity in which a
standing wave in the second harmonic exists but cannot propagate into the output
waveguide. The two transformers transition the idler into the output waveguide and serve
to increase the circuit bandwidth. D.C. bias is provided to the device via a 140 Q
transmission line bias filter.

To create a waveguide circuit for the SBV in which the embedding impedances
can be set and optimized with a high degree of confidence, the mounting structure was
designed based on the waveguide proposed by Eisenhart and Khan [4] (shown in figure
2). This was accomplished by mounting the SBV to the rectangular output waveguide by
connecting the waveguide wall to the diode via a thin quasi-two dimensional post. This
is analogous to the rectangular waveguide structure proposed by Eisenhart and Khan and
the reduced mathematical structure is shown in figure 3. By using this precise geometry,
the mathematical analysis of Eisenhart and Khan can be used to accurately and quickly
calculate the diode embedding impedance. Multiplier waveguide circuits have not
previously been designed using a quasi-two dimensional post; hence, the method of
Eisenhart and Khan could not be accurately implemented.

A very brief derivation of the embedding impedance as calculated for this
structure (figure 3) using the method of [4] follows. The restrictions w’ < 0.25 and g’ <
0.25 on the dimensions of the waveguide structure apply. The embedding impedance is
found from the combination of the impedance of the waveguide structure (the mode pair
impedance), the degree of coupling between the post and the gap for a given mode pair,
and the waveguide terminations with non-zero reflection.
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The mode pair impedance (the series combination of the TE,, and the TM,
contributions) for the waveguide structure is given by
- k2)
’ m

jnb (k*
Zmn = 2 2 2\ 112
ak (2—80)(kx +ky -k%)

where
g =" k, =% k_ZTn A = free space wavelength
a
= characteristic impeance of free space
d,=1ifn =0

6,=0ifn = 0.
The parameters a and b define the waveguide geometry. As can be seen in equation (1)

Z ., 1s only a function of m, n, and the waveguide geometry
The degree of coupling between the post and the gap to a particular mode pair

impedance is given by the coupling factors which are defined as
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Since the waveguide may be terminated under non-matched conditions, the following
expression results for a terminated mode pair impedance Zry, = Z,,,t where

_ 1 + plmn exp(_zrmnll) + p2mn exp(_zrml2) + plmnp2mn exp(_zrmn (II + 12))
= 4
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Pimn and p,,,, are the complex reflection coefficients at terminations 1 and 2

[, and , are the distances to terminations 1 and 2 from the post
(see 1, and 1, in figure 1(a) ).
is the parallel combination of all mode pairs and is

The total gap impedance, Zgaps 1
given by
l
&)

7 =
>
n=0 ZZTM(

where M; and N,; are the truncated 11m1ts of summation for the n and m modes
respectively. Typical values for millimeter wave devices are M; = 12 and N, = 8.
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Figure 1 Schematic of the 200-290 GHz tripler waveguide structure showing (a) the block cross-section
detailing the input waveguide and (b) the block cross-section detailing the output waveguide
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Figure 3 Waveguide Mount Proposed by Eisenhart and Khan [1]
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Because the tripler waveguide structure’s embedding impedances versus
backshort position can be decomposed into an analytical expression, this mounting block
lends itself to rapid and accurate simulation. Software was written in Mathematica to
solve equation (5) and the embedding impedance was calculated at the second, third, and
fourth harmonics versus backshort position which were then used as inputs to the device
simulators (which require the harmonic components of the linear embedding circuit).
The calculated embedding impedances are shown in figure 4.

III. Numerical Device/Harmonic-Balance Simulation

The UVA 5M4 diode was used as the SBV in the tripler block with device
parameters summarized in table 1. The UVA 5M4 diode is moderately doped and has a
thin active layer which increases the device cut-off frequency and aids in high frequency
tripling. However, the thin active layer also leads to low breakdown voltages and
constrains the maximum input pump power relative to the embedding impedance for
optimal efficiency. A cross-sectional schematic of the diode is presented in figure 5.

Table 1 Nominal Diode Parameters for the UVA 5M4

Diode Diode Active Anode Mobility
Doping Layer Diamete (cm?/Vs)
Density Thickness r
(cm”) (pm) (pm)
5M4  50x10° 0.31 4.7 6200

In order to model the performance of the nonlinear active device in the linear
embedding circuit, two independent CAD tools have been used. The first CAD tool is an
equivalent circuit/harmonic-balance simulator (ECHB) based on the work of Siegel and
Kerr [8]. The second is a large signal time- and temperature-dependent Drift-Diffusion
Harmonic-Balance (DDHB) simulator [5]. For the ECHB, the Schottky Barrier Varactor
(SBV) is modeled by its d.c. current versus voltage and d.c. capacitance versus voltage
characteristics. This equivalent circuit model is then embedded into a harmonic-balance
algorithm based on the multiple reflection technique [8] and the embedding impedances
calculated as described above are incorporated. Although the ECHB technique is fast and
has good convergence properties (converged solutions are on the order of five minutes on
an IBM RS6000), analytical modeling techniques such as these do not provide a means
for studying electron transport phenomena due to their macroscopic nature, and fail to
accurately predict device performance at high frequencies [9]. This failure is attributed to
the fact that equivalent circuit models cannot account for the actual physics of electron
transport within the device. In particular, effects such as current saturation, velocity
saturation, and transit time [6] phenomenon are not modeled using the ECHB code.
Therefore, the novel physics-based Drift-Diffusion Harmonic-Balance simulator was
employed.
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Since this numerical device simulator self-consistently calculates the displacement and
particle current throughout the entire device, the total electron current is accurately
calculated. Carrier transport through the bulk region of the SBV is described [10] by a
set of coupled nonlinear differential equations. This drift-diffusion analysis is based on
the first two moments of the Boltzmann transport equation coupled to Poisson’s equation.

The resulting equations are
on(x,t) _ 1aJ,(x,1) )
ot g &
oo, (x,t
(1) = an, Gty 2220, %
and
0 oY (x,t .
a—{s(x)%]=q[n(x,t)—ND(x,r)], ®
where
n(x,t) =n, eXpl:qu(‘P(x,t) +V,(x) - q)n(x,t))], ©

and where # is the electron density, g is the electron charge, J, is the electron particle
current density, @, is the electron quasi-Fermi potential, ‘¥ is the electrostatic potential,
n; . is the intrinsic electron density in the reference material (GaAs or InP), k is
Boltzmann’s constant, 7 is the absolute temperature, and V,, p,, Np, and € are the
spatially-dependent alloy potential [10], electron mobility, donor impurity concentration,
and dielectric permittivity, respectively. Two types of mobility were considered for the
simulations. First, a constant low field mobility derived from Monte Carlo simulations
[11-12] was used. Second, in order to account for hot electron effects and high-field
velocity saturation effects, a d.c. field-dependent mobility was computed as outlined in
[13] using the Monte Carlo simulator of [11-12].

For accurate modeling of SBVs, current transport through the bulk device is
combined with thermionic and thermionic-field emission current imposed at the metal-
semiconductor contact. This approach is analogous to the analytical thermionic-
emission/diffusion theory of Crowell and Sze [14]. Following the work of Adams and
Tang [15-16], we have adopted a current density boundary condition at the metal-
semiconductor interface which assumes a drifted Maxwellian electron distribution. This
boundary condition allows us to avoid the unphysical accumulation of electrons at the
metal-semiconductor interface near the flat-band voltage. The resulting current density
interface constraint at x=0 is

J,(0,1) = qv, ,[n(0,£) =1, | (10)
where n(0,1) is the electron density at the metal-semiconductor interface and #, is the
equilibrium electron density at the interface. The effective surface recombination
velocity for electrons is
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where m is the effective electron mass at the metal-semiconductor interface. The amount

of drift in the electron distribution at the metal-semiconductor interface is modeled as

_ 200 (12)
gn(0,1)’

The electrostatic potential at the metal-semiconductor interface, assuming a constant

potential of zero for the metal is,
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where Yrer 1S the electron affinity in the reference material, @ is the metal work function,
and N, is the total effective conduction band density of states in the reference material.
The barrier height at the metal-semiconductor interface, @, is given by the first term in
equation (11) multiplied by the electronic charge. This barrier height is lowered due to

the Schottky effect by the amount

g (01,)|

4me (0)

where &(0,t) is the electric field at the metal-semiconductor interface.
Through careful investigation of solution methods and the use of the one-

dimensional state variables J,, ®,, ¥, and D we have developed a robust method with

excellent numerical convergence and good speed. The carrier transport equations are

solved for a given bias voltage, and subject to the metal-semiconductor (anode) interface

constraints and an ohmic contact (cathode) boundary.condition, using the coupled

equation Newton-Raphson method (a one-dimensional finite difference analysis).

(14)

A®, (1) =

IV. Simulation Methodology

In order to simulate the performance of the SBV in the tripler block, the
embedding impedances of the linear RF circuit were calculated using the model
developed in Mathematica at 275 different output backshort positions for 0.01lmm
increments (as described in section II). Before beginning the set of 275 simulations for
each CAD tool (ECHB & DDHB), each simulator required its own unique set of input
specifications. A summary of the input parameters for the UVA 5M4 diode for each
simulator (excluding the diode geometry) are provided in table 2.
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Table 2 Inputs to the ECHB simulator

Barrier height (®) -10V
Current vs. Voltage curve fit parameter () 1.08
Capacitance vs. Voltage curve fit parameter (I') 0.5
Zero bias capacitance (C,) 15x10°F
Saturation Current () 2.7x 107" A
Series Resistance (R,) 8.0Q
Input pump frequency (f;,) 91.33 GHz
Input pump power (P;,) 50.0 mW
d.c. bias (Vdi) 4.5V

Inputs to the DDHB simulator
Barrier height (®) -1.0V
Number of time steps per period | 501
Mobility 6200 cm*/Vs for constant mobility simulations

p(&,t) for field-dependent simulations

Input pump frequency (f;,) 91.33 GHz
Input pump power (P;,) 50.0 mW
d.c. bias (V) ' 45V

Because the first harmonic embedding impedance is independently tunable from
the higher harmonics using the two input tuners, a point of reference needed to be
established to compare the experimental results with the CAD simulators. The chosen
point of reference was at the point of experimental maximum third harmonic output
power. The experimental embedding impedances for the second, third, and fourth
harmonics at the chosen point of reference were calculated and the point of maximum
simulated third harmonic output power was determined for each simulator. This point
was found by iteratively conjugate matching the first harmonic embedding impedance to
the determined intrinsic device impedance of the diode (solved for by each simulator)
until the circuit embedding impedance was within 1% of the intrinsic device impedance.
A conjugate match at the fundamental was chosen since the diode absorbs the maximum
amount of available input power under conjugate match conditions, and a minimal
amount of power is reflected. Table 3 presents the determined optimal first harmonic

impedances for the three simulators
Table 3 Comparison of the determined first harmonic intrinsic device impedance

ECHB DDHB w/ constant low field DDHB w/ d.c. field-
mobility dependent mobility
First harmonic impedance 128 - j 292 49-j191 48-j186

V. Comparison of Experiment and Theory

After the inputs to each simulator were specified and the first harmonic
embedding impedance for each simulator had been determined, simulations over a range
of output backshort positions were performed (tuning backshort output waveguide section
show in figure 1(b)). For both the ECHB and DDHB with d.c. field-dependent mobility
simulators, simulations were performed over the 275 different backshort positions. After
completing these simulations, sixty simulations were performed using the DDHB with
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constant low field mobility simulator around the point of maximum third harmonic output
power for comparison purposes. At a typical backshort position, a converged ECHB
simulation was reached with one to two minutes and a converged DDHB (with either
mobility function) simulation was reached in approximately five to ten hours (simulations
were performed on an IBM RS6000).

For each simulation, the device was biased at -4.5 V and driven with 50 mW of
available input power consistent with the experimental data (the reflected power at the
LO port was minimized using the technique described above). The resuits of the
measured power at the 275 different backshort positions are presented in figure 6 and
compared with the predicted powers of the ECHB and DDHB with d.c. field-dependent
mobility simulators.

As figure 6 illustrates, there is good agreement between both simulators and the
measured data for relative power and spacing of the major power peaks. Although the
relative magnitude of the major peaks is better predicted by the ECHB simulator, only the
DDHB simulator with d.c. field-dependent mobility correctly predicts the power in the

minor peaks.

Third Harmonic Output Power at 275
Different Output Backshort Positions

o
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- N
- v N n w

o
o
N
t
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—— Experimental Data - - ECHB
== DDHB w/ DC Field-Dependent Mobility

Figure 6 Comparison of predicted and measured third harmonic output power for the tripler block at 275
different output backshort positions

To better understand why the ECHB simulator fails to predict the minor peaks, a
set of 60 different backshort positions spanning the second minor and major peaks was
simulated using the DDHB simulator with constant low field mobility. Because the
DDHB simulator with d.c. field-dependent mobility accurately predicts the relative power
in the minor peaks, we wanted to investigate whether the dynamics of a field-dependent
mobility gave rise to the power in the minor peaks or the modeling of electron transport
was responsible. Figure 7 presents a comparison of the three simulators with the
experimental data.
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Figure 7 Comparison of predicted and measured output power for the tripler block for the ECHB and
DDHB with d.c. field-dependent and constant low field mobilities over the second minor and major peaks

As can be seen from figure 7, the DDHB simulator with constant low field
mobility correctly predicts and more accurately models the relative power in the minor
peak. Also, the DDHB simulator with constant low field mobility more accurately
predicts the relative power over the other simulators over the range of backshort
positions. This suggests that the DDHB simulator with constant low field mobility most
accurately predicts the performance of this tripler block. The ECHB simulator does not
accurately reflect the relative power in the minor peaks due to the inaccurate
determination of the diode impedance. Since there is a high degree of electron transport
phenomenon occurring in the high doped short diode, the diode impedance is calculated
at the wrong steady state phase and magnitudes of the voltage and current.

To determine the effect the calculated fourth harmonic embedding impedance
(which has the most approximations made) had on the DDHB simulator with d.c. field
dependent mobility, the set of 60 different backshort positions spanning the second major
peak was re-simulated with the fourth harmonic embedding impedance shorted (Z, = 0.1
+j0). The results of these simulations are presented in figure 8. As illustrated by figure
8, the fourth harmonic impedance does not significantly affect the simulation results.
This result supports the conclusion that the DDHB simulator with constant low field
mobility most accurately predicts the performance of this tripler block.
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Figure 8 Effect of the fourth harmonic embedding impedance on third harmonic output power for the
DDHB with d.c. field-dependent mobility over the second major peak

One set of final simulations was performed to determine the relationship between
the first harmonic impedance and the third harmonic output power. These simulations
were performed to determine the significance of the conjugate match specification at the
first harmonic described earlier. Simulations were performed at the point of maximum
third harmonic output power using the DDHB simulator with d.c. field-dependent
mobility (for reasons of simulation speed) by changing only the real or imaginary part of
the first harmonic impedance while leaving the unchanged part of the impedance set to
that of table 4.3. The results of these simulations are shown in figure 9. As can be seen
in figure 9, the point of maximum third harmonic output power is little affected by
changes in either the real or imaginary parts of the first harmonic embedding impedance
over some range of impedance values. This suggests some flexibility on the experimental
setup of the tripler block for tuning at the LO.
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Figure 9 Comparison of maximum third harmonic output power vs. (a) real part of the first harmonic
embedding impedance (Im{Z,} = j186) and (b) imaginary part of the first harmonic embedding impedance
(Re{Z,} =49)
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V1. Simulation Results and Discussion

Once the comparison between the experimental data and the simulation results
had been completed, an investigation of the ECHB and DDHB with d.c. field-dependent
and constant low field mobility simulators was performed. All three simulators have the
ability to generate steady-state current and voltage vs. time information. A comparison of
the current vs. time and voltage vs. time at the second minor and major peaks of figure 6
are presented in figure 10. Although the ECHB simulator offers a significant advantage
over its DDHB counterpart in terms of simulation time, there are significant limitations of
the ECHB simulator. Both the ECHB and DDHB simulators provide current and voltage
vs. time information, but only the DDHB simulator provides a means for studying the
internal physics of device operation. Because of the microscopic nature of the DDHB
simulator, both electron concentration and electric field across the device over time are
solved for and are available as output. The numbers 1-5 on figure 10 represent instances
where electron concentration and electric field vs. position were taken at the time
corresponding to the number. Because the ECHB does not provide a means for analyzing
these values, no numbers are listed on these plots. Figure 11 presents a comparison of the
physics of device operation for the DDHB simulator with constant low field mobility and
the DDHB simulator with d.c. field-dependent mobility at the second minor and major

peaks.
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Terminal Characteristics for the DOHB Terminal Characteristics for the DOHB
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Figure 10 Comparison of the terminal characteristics for (a) the ECHB simulator (b) the DDHB simulator
with constant low field mobility and (c) the DDHB simulator with d.c. field-dependent mobility at the
second minor and major peaks

As can be seen from figure 10, both the ECHB and DDHB with d.c. field-
dependent and constant low field mobility simulators predict similar output waveforms
for the periodic voltage. The significant differences between the different simulators

truly become apparent in the periodic current waveforms. Although the relative phase
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Figure 11 Comparison of electron concentration and electric field over the length of the active layer at
five evenly spaced intervals over one period for both the second minor and major peaks for (a) DDHB with
constant low field mobility and (b) DDHB with d.c. field-dependent mobility

differences between the voltage and current waveforms are similar for the different
simulators, the ECHB simulator predicts a current waveform with fewer high frequency
components and a lower peak to peak swing. Both the DDHB simulator with d.c. field-
dependent mobility and constant low field mobility predict similar current waveforms
with similar magnitudes. The relative maximums and minimums in the current waveform
for the DDHB simulator with d.c. field-dependent mobility appear more exaggerated than
that of the DDHB simulator with constant mobility. This exaggeration most likely arises
from velocity saturation effects accounted for in the simulator which incorporates a non-
static mobility with field-dependence.

Figure 11 demonstrates the power of the DDHB simulator for studying the
physics of electron transport in the device. Both the DDHB simulator with d.c. field-
dependent mobility and constant low field mobility predict that the device will fully
deplete. The differences in the electron concentration gradients between the two different
mobility models arise from velocity saturation effects [6]. As the magnitude of the
voltage is increasing, the electrons towards the anode experience large electric fields (as
seen in figure 11) but cannot reach the same velocity as the electrons towards the cathode
so that weak electron concentration gradient across the depletion edge is created. The
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depletion edge broadens as the faster electrons move toward the cathode. As the
magnitude of the voltage is decreasing, the fast electrons in the low field region
recompress the depletion edge. Also as the voltage decreases, the electron diffusion
gradient is acting in the same direction as the movement of the electrons which helps
create a sharp electron concentration gradient across the depletion edge. These gradient
changes do not arise in the constant low field mobility model because there is no field
dependence on the velocity and thus no saturation velocity.

The plots of the electric field vs. position over time in figure 11 illustrate that
punch through occurs in the device (the electric field within the active layer does not go
to zero) and that the fields become larger than the critical field (~500 kV/cm) for the
device. This suggests that the device is being driven well in breakdown which may be
limiting the tripling performance.

VII. Conclusions

In an attempt to handle the complex nature of tripler waveguide circuits, a tripler
block incorporating the boundary conditions of Eisenhart and Khan was developed by
Rutherford Appleton Laboratory. The boundary conditions of Eisenhart and Khan allow
for the accurate analytical calculation of the linear RF embedding circuit impedances. A
model was developed in Mathematica to calculate the embedding impedances at the
second, third, and fourth harmonics as a function of the output backshort position. In
order to simulate the performance of the active non-linear device in the linear embedding
circuit, both equivalent circuit harmonic-balance (ECHB) and drift-diffusion harmonic-
balance (DDHB) CAD tools were used. The ECHB simulator offers superior solution
times (on the order of 100 times faster than the DDHB simulator). The self-consistent
DDHB simulator both with d.c. field-dependent mobility and constant low field mobility
offers the ability to study the internal physics of electron transport in the active non-linear
device. Since these CAD tools require the embedding impedances as inputs to the
simulator, the accurate nature of the calculations made in Mathematica were made
possible by the Eisenhart and Khan boundary condition specifications. The ECHB and
DDHB simulators were used to simulate the performance of the tripler block over a wide
range of output backshort positions. The results of these simulations were compared with
experimental measurements made over the same set of backshort positions. The results
suggest that although the ECHB simulator can accurately predict the experimental data at
some backshort positions, only the DDHB simulator can accurately predict the tripler
block performance over a wide range of output backshort positions. This is a direct result
of the inability of the ECHB simulator to accurately predict the diode impedance; hence
the phase and magnitudes of the steady state voltage and current are incorrect as the
embedding circuit impedance varies. For the first time, the combination of the analytical
model specifying the linear RF circuit and an accurate self-consistent CAD tool
simulating the active non-linear device in the linear RF circuit can accurately predict the
performance of a millimeter wave tripler block. This combination has for the first time
allowed for a complete analysis of a tripler block.
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